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LECTURE 1

Ergodic theorems and their background

Around 1880, the Austrian physicist and philosopher L. Boltzmann (1844–1906)
formulated his famous ergodic hypothesis [9], or Ergodenhypothese∗.

Roughly speaking, he hypothesized that the phase space motion of the ideal
gas goes through each physically feasible state. This postulate, called by Maxwell
and his followers the principle of continuity of paths, was used by Boltzmann to
deduce that after restricting to the physically feasible states and independently
of the state we start, the phase space motion will visit in the average each fixed
region of the phase space proportionally often (time mean) to the volume of the
region (phase space mean). The ergodic hypothesis was shortened to the slogan
“time mean equals space mean”. Even though the original “ergodic hypothesis”
was criticized, this form was indispensable for calculations in statistical mechanics,
and many were involved in the quest for a mathematical justification.

Among the critics, however, were Lord Kelvin[68] and H. Poincaré[91] who for-
mulated serious doubts concerning the validity of the ergodic hypothesis. Then
around 1913 M. Plancherel[90] and A. Rosenthal[95] proved independently that the
ergodic hypothesis fails in its original form. Already in 1894 Poincaré indicated a
possible rectification of this postulate by requiring that any state comes arbitrarily
close, even if not precisely, to any other state. (We will mathematically return to
this in one of the lectures.) This became P. and T. Ehrenfest’s[32] quasi ergodic
hypothesis. It is believed, however, that this property was already suggested by
Boltzmann.

The ingenious ideas of Boltzmann had not become forgotten and had enormous
impact outside of physics as well. The first mathematical confirmation of the hy-
pothesis “time mean equals space mean” is due to J. von Neumann[112], known today
as the mean ergodic theorem, and was quickly followed by the “complete” proof of

[9] L. Boltzmann, Ueber die Eigenschaften monocyklischer und anderer damit verwandter
Systeme., J. Reine Angew. Math. 98 (1885), 68–94 (German).

∗Boltzmann used the word “Ergode” without explanation of its meaning. P. and T. Ehrenfest
(in the footnote page 30 of [32]) provide the following etymology: ergon ∼ “work” and odos ∼
“path”, “way”. This and other interpretations are discussed, e.g., by Mathieu in [84] and Gallavotti
in [49].

[68] W. T. Kelvin, On some test case for the Maxwell–Boltzmann doctrine regarding distri-
bution of energy, Roy. Soc. Proc. L (1891), 79–88, Nature, Vol. XLIV, pp. 355–358.

[91] H. Poincaré, Sur une objection à la théorie cinétique des gaz., C. R. Acad. Sci., Paris
116 (1893), 1017–1021 (French).

[90] M. Plancherel, Beweis der Unmöglichkeit ergodischer dynamischer Systeme, Ann. Phys.
42 (1913), 1061–1063.

[95] A. Rosenthal, Beweis der Unmöglichkeit ergodischer Gassysteme, Ann. Phys. 42 (1913),
796–806.

[32] P. Ehrenfest and T. Ehrenfest, Begriffliche Grundlagen der Statistischen Auffassung in
der Mechanik, Encykl. d. Math. Wissensch. IV 2 II, Heft 6, 1912 (German).Page 33.

[112] J. von Neumann, Proof of the quasi-ergodic hypothesis., Proc. Natl. Acad. Sci. USA
18 (1932), 70–82 (English).
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6 1. ERGODIC THEOREMS AND THEIR BACKGROUND

the quasi ergodic hypothesis by G.D. Birkhoff[7] (his result, the pointwise ergodic
theorem, was actually published before von Neumann’s). The paper [86] by C.C.
Moore provides some more historical details on these fascinating developments.

Based on these landmark results ergodic theory was established as a math-
ematical discipline. Today it is a powerful and beautiful area with connections
to and interactions with many (partly unexpected) areas of mathematics such as
stochastics, functional analysis, number theory, combinatorics, group theory, topol-
ogy, algebra or graph theory. With this lecture series we give a taste of (classical
and modern) ergodic theorems and their connections to other areas.

We shall not pursue the physical interpretation of mathematical truths in these
lectures. We leave this to more able hands and do mathematics l’art pour l’art
(meaning that the applications of mathematics will be in mathematics).

1. Classical Ergodic Theorems

Let (X,X , µ) be a probability space, and let T : X → X be a measurable and
measure-preserving transformation, the latter meaning that

µ(T−1(B)) = µ(B) for each B ∈ X .
Then, of course, for each positive (meaning ≥ 0) integer n also the transformation
Tn : X → X has both of these properties.

To connect this to the previously mentioned evolution of physical systems one
can make the following interpretation. The set X is the phase space, x ∈ X is a
possible state of the system, the measure µ(A) of a set A describes the probability
that a system is in a state that belongs to A. The time evolution is discrete: the
transformation T : X → X describes the dynamics, i.e., what happens with a given
initial state x ∈ X within one time step. The sequence x, Tx, T 2x, . . . describes the
whole path (phase space motion) that the system goes through as time evolves.

For a measurable function f : X → C consider the arithmetic averages

ANf :=
1

N

N−1∑
n=0

f ◦ Tn, N = 1, 2, . . . ,

also called Cesàro averages or Cesàro means.
In our interpretation, f(x) could be a (physical) characteristic of the state x.

For example, if f = 1A, the characteristic function of a subset A of the phase space,
then f(x) tells whether or not the state x belongs to the region A. For this choice
AN1A(x) yields the average number of time steps (until time N) that the phase
space motion starting in x spends in the region A. By the ergodic hypothesis this
should be equal to the phase space volume µ(A) of A.

By using the ideas of B.O. Koopman[71], J. von Neumann established his results
called today the mean ergodic theorem. (We formulate it for the time discrete case.)

Theorem 1.1 (von Neumann). For a probability space (X,X , µ) consider the
Hilbert space L2 := L2(X,X , µ). Let T : X → X be a measure-preserving transfor-
mation, and let P be the orthogonal projection onto the fixed space

F := {f ∈ L2 : f ◦ T = f}.

[7] G. D. Birkhoff, Proof of the ergodic theorem., Proc. Natl. Acad. Sci. USA 17 (1931),
656–660 (English).

[71] B. O. Koopman, Hamiltonian systems and transformations in Hilbert space., Proc. Natl.
Acad. Sci. USA 17 (1931), 315–318 (English).
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Then for each f ∈ L2

lim
N→∞

1

N

N−1∑
n=0

f ◦ Tn = Pf in the L2-norm.

Suppose that the fixed space F consists of constants only. In this case von
Neumann’s theorem takes the form

lim
N→∞

1

N

N−1∑
n=0

f ◦ Tn =

∫
X

f dµ · 1 in the L2-norm for each f ∈ L2

(here 1 is the constant 1 function). This is an instance of “time mean equals space
mean”, i.e., a variant of the “ergodic hypothesis”. Therefore, we call a transforma-
tion T with the above property ergodic. Specializing f = 1A and integrating over
B ∈ X with respect to µ yield

lim
N→∞

1

N

N−1∑
n=0

µ(T−n(A) ∩B) = µ(A)µ(B).

This implies that if µ(A) > 0 and µ(B) > 0, then there is an infinite sequence
(nk)k∈N such that µ(T−nk(A) ∩ B) > 0 for every k ∈ N, i.e., a positive portion of
B visits the region A after nk iterations. Since no matter how small the measure
of A and B is and where these sets are located, this can be considered as a weak
variant of the quasi ergodic hypothesis.

Birkhoff’s results provides us more detailed information and assures pointwise
convergence.

Theorem 1.2 (Birkhoff). If T : X → X is a measure-preserving transformation
on a probability space (X,X , µ), then for each measurable function f : X → C with∫
X
|f | dµ <∞ and for µ-almost all x ∈ X the limit

lim
N→∞

1

N

N−1∑
n=0

f(Tnx) exists.

(The original result was formulated for the time-continuous case.) This in
combination with von Neumann’s result yields for each A ∈ X and each ergodic
transformation T that

lim
N→∞

1

N

N−1∑
n=0

1T−n(A)(x) = µ(A) for almost every x ∈ X.

Since the sum on the left-hand side is precisely the average number of return times
to A (or the average time our system spends in A) up to time N , this makes the
quasi ergodic hypothesis a theorem for ergodic systems and almost all initial states.

These results of von Neumann and Birkhoff have generalizations that reach
well beyond their original scope. We pick one to give you a hint what awaits you
in these lectures. Consider the interval [0, 1] equipped with the Lebesgue measure
and the transformation T : [0, 1) → [0, 1), Tx := x + α − bx + αc for some fixed
irrational number α. This transformation preserves the Lebesgue measure, and can
be proved to be ergodic. If f : [0, 1]→ C is continuous with f(0) = f(1) (we call f
1-periodic), then so is f ◦T . In analogy to the mean ergodic theorem suppose (and
this will be proved) that for each continuous 1-periodic function

1

N

N−1∑
n=0

f ◦ Tn
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converges in the supremum norm, in particular, pointwise everywhere. The limit

then must be the same as given by von Neumann’s theorem, i.e.,
∫ 1

0
f(t) dt · 1. It

follows that

1

N

N−1∑
n=0

f(nα− bnαc)→
1∫

0

f(t) dt as N →∞.

This means that the sequence (nα − bnαc)n∈N is so well-behaved that sampling
an arbitrary continuous periodic function f at these points and building the aver-
age approximates the integral of f . The sequence (nα − bnαc)n∈N is then called
equidistributed modulo 1. This property of the sequence (nα − bnαc)n∈N was

discovered by P. Bohl[8], W. Sierpiński[102], and H. Weyl[115].
In these lectures we will discuss the previously mentioned ergodic theorems,

the necessary tools to prove and generalize them, their applications to topics such
as equidistribution of sequences, and much more. Before the real work begins we
set the stage and enumerate the minimal requirements needed to follow this course.

2. Preliminaries

The following collection of results and notions should serve as a basis for what
is to come, and a guide for you in case you need to familiarize yourself with some
of the topics. To do so the book [97] by W. Rudin and the book [56] by M. Haase
are recommended. Another important source will be [98].

In these lectures we assume true the basic axioms of set theory and the axiom
of choice. We use the notation N = {1, 2, . . . , }, and set N0 := {0}∪N. The meaning
of Z, Q, R or C is as usual.

Banach spaces. Vector spaces, unless otherwise stated, are considered over
the complex field C. A mapping q : V → R on a vector space V is a seminorm if
p(x+ y) ≤ p(x) + p(y) and p(λx) = |λ|p(x) for each λ ∈ C, x, y ∈ V . A seminorm
q is a norm if the linear subspace q−1({0}) is trivial {0}. In this case, the pair
(V, q), or even V , is called a normed space. The usual notation for the norm
on the normed space E is ‖ · ‖E , or simply ‖ · ‖ if the context allows. A normed
space E is Banach space if (E, d) is a complete metric space with the metric
d(x, y) := ‖x− y‖E , x, y ∈ E.

For p ∈ [1,∞) and for a sequence x = (xn)n∈Z ∈ CZ of complex numbers we set

‖x‖p :=
(∑
n∈Z
|xn|p

)1/p

and ‖x‖∞ := sup
n∈Z
|xn|

and for p ∈ [1,∞]

`p(Z) :=
{
x : x ∈ CZ, ‖x‖p <∞

}
.

Then `p(Z) is a Banach space with the norm ‖·‖p and the coordinatewise operations.
See [97, 5.1–5.4], [56, Ch. 2,5].

[8] P. Bohl, Über ein in der Theorie der säkularen Störungen vorkommendes Problem, J.

reine angew. Math. 135 (1909), 189–283.
[102] W. Sierpiński, Sur la valeur asymptotique d’une certaine somme, Bull. Intl. Acad.

Polonaise des Sci. et des Lettres (Cracovie) series A a (1910), 9–11.
[115] H. Weyl, Über die Gibbs’sche Erscheinung und verwandte Konvergenzphänomene, Ren-

diconti del Circolo Matematico di Palermo 30 (1910), no. 1, 377–407.
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Linear operators and functionals. Given normed spaces E,F and a con-
tinuous, linear operator S : E → F , the operator norm ‖S‖ is given by

‖S‖ := ‖S‖E→F := sup{‖Sx‖F : ‖x‖E ≤ 1}.
The set of all continuous (bounded), linear operators from E to F is denoted by
L (E,F ). If F is a Banach space, then L (E,F ) is a Banach space with the
operator norm ‖ · ‖E→F . The operator norm is submultiplicative, in particular
L (E) := L (E,E) is a normed algebra, with the identity operator IE as unit.

If F = C, then the Banach space E′ := L (E,C) is called the dual space of
E, whose elements are called linear functionals. Different versions (separation
and extension) of the Hahn–Banach theorem guarantee existence of linear func-
tionals with various properties. In particular, E′ separates the points of E, i.e.,
for different x, y ∈ E there is x′ ∈ E′ with x′(x) 6= x′(y). We also use the pairing
notation for x ∈ E, x′ ∈ E′

〈x, x′〉 := x′(x).

The adjoint of S ∈ L (E,F ) is the operator S′ ∈ L (F ′, E′) given by S′x′ = x′ ◦ S
for x′ ∈ F ′. See [98, Ch. 4], [97, 5.16–5.21], [56, Ch. 2, 16].

Hilbert spaces. A Banach space H is a Hilbert space if there is a scalar
product (·|·) : H ×H → C such that ‖x‖2 = (x|x) for each x ∈ H. The space `2(Z)
is a Hilbert space with the scalar product

(x|y) =
∑
n∈Z

xnyn (x, y ∈ H).

Two vectors x, y ∈ H in a Hilbert space are orthogonal, denoted by x ⊥ y, if
(x|y) = 0. For a subset A ⊂ H we write x ⊥ A if x ⊥ a for every a ∈ A. The
orthogonal (complement) of a set A ⊂ H is A⊥ := {x ∈ H : x ⊥ A}. If F is a closed
subspace in H, then F⊥ is indeed a complement of F in the sense that H = F⊕F⊥,
i.e., F ∩ F⊥ = {0} and F + F⊥ = H. The Riesz–Fréchet theorem states that
for every Hilbert space H and for every ϕ ∈ H ′ there is a unique z ∈ H such that
(x|z) = 〈x, ϕ〉 for all x ∈ H. As a consequence, the mapping H → H ′, z 7→ (·|z)
is surjective. It is also isometric and conjugate linear, and we may identify H and
H ′ under this mapping. Given two Hilbert spaces H and K the adjoint of an
operator S ∈ L (H,K) is defined as the unique operator S∗ ∈ L (K,H) satisfying
(Sx|y)K = (x|S∗y)H for every x ∈ H and y ∈ K. An operator U ∈ L (H,K) is
called unitary if U∗U = IH and UU∗ = IK .

For a set I and n ∈ I let en ∈ H be pairwise orthogonal unit vectors. Bessels’
inequality states that

‖x‖2 ≥
∑
n∈I
|(x|en)|2 for every x ∈ H.

If for every x ∈ H one has equality here, we call (en)n∈I an orthonormal basis,
and we can write

x =
∑
n∈I

(x|en)en for each x ∈ H,

where the sum is an unconditionally convergent series in H. See [97, Ch. 4], [56,
Ch. 1,8, Sec. 12.2].

Weak topologies. Let E be a Banach space. A set U ⊂ E′ is called weak∗

open if for each x′ ∈ U there are N ∈ N, x1, . . . , xN ∈ E and ε > 0 such that

U ′ε,x1,....xN := {y′ : |〈xj , x′ − y′〉| < ε for j = 1, . . . , N} ⊂ U.
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This way a (Hausdorff) topology is defined on E′, called the weak∗ topology and
denoted by σ(E′, E). Convergence of sequences in the weak∗ topology is discussed
in Exercise 1.2.

Theorem 1.3 (Banach–Alaoglu). (a) The unit ball BE′(0, 1) := {x′ ∈ E′ : ‖x′‖ ≤
1} is weak∗ compact.

(b) Suppose E is separable. Then every norm bounded sequence (x′n)n∈N possesses
a subsequence (x′nj )j∈N which is convergent in the weak∗ topology, i.e., there is

x′ ∈ E′ such that 〈x, x′nj − x′〉 → as j →∞ for every x ∈ E.

The weak topology σ(E,E′) is defined by specifying the open sets as follows.
A set U ⊂ E is called weakly open if for each x ∈ U there are N ∈ N, x′1, . . . , x

′
N ∈

E′ and ε > 0 such that

Uε,x′1,...,x′N := {y : |〈x− y, x′j〉| < ε for j = 1, . . . , N} ⊂ U.
If we identify a Hilbert space H with its dual H ′ as above, then the weak and weak∗

topologies coincide. In particular the unit ball B(0, 1) of a Hilbert space is weakly
compact. Moreover, each bounded sequence (xn)n∈N possesses a weakly convergent
subsequence (this is true without the separability of H). See [98, Ch. 3–4].

Convex sets. Let C be a convex set in a vector space. A point x ∈ C is called
an extreme point of C if for each t ∈ (0, 1), z, y ∈ C with x = ty + (1 − t)z it
follows that y = z. The set of extreme points of C is denoted by Ex(C).

Theorem 1.4 (Krein–Milman). Let X be a locally convex space (e.g., X = E with
the norm topology, X = E with σ(E,E′), or X = E′ with σ(E′, E)), and let C ⊂ X
be a compact, convex subset. Then C is the closed, convex hull of Ex(C), i.e., C is
the smallest closed, convex set containing C.

See [98, Thm. 3.23].

Spectrum and related matters. Let E be a Banach space. The spectrum
of an operator S ∈ L (E) is the set

σ(S) := {λ ∈ C : λI − S : E → E is not bijective},
while the resolvent set is ρ(S) := C \ σ(S). We abbreviate λI − S simply as
λ−S. As a consequence of the closed graph theorem (or of the open mapping
theorem) for λ ∈ ρ(S) the bijective operator (λ − S)−1 is bounded. The set
σ(S) ⊂ C is compact and non-empty, the mapping ρ(S)→ L (E), λ 7→ (λ−S)−1 is
continuous (and even has a power series representation around each point in ρ(S)).

The closed graph theorem is also responsible for the next result, see Exercise
1.1. Recall that a linear operator P : E → E on a normed space E is a projection
if it is idempotent, i.e., P 2 = P .

Proposition 1.5. Let E be a Banach space and E0, E1 ⊂ E closed subspaces such
that E0 ∩ E1 = {0}. The mapping

P : E0 + E1 → E0 + E1, e0 + e1 7→ e0

is a projection. The subspace E0 + E1 is closed if and only if P is bounded.

Beside the open mapping theorem also the principle of uniform bounded-
ness can be proven with the help of the next result.

Theorem 1.6 (Baire). Let (X, d) be a complete metric space, and for n ∈ N let
Gn ⊂ X be dense open sets. Then

⋂
n∈NGn is dense in X.

See [97, 5.5–5.10], [98, Thm. 2.2], [56, Ch. 15].



2. PRELIMINARIES 11

Continuous functions. We assume familiarity with basic notions of point
set topology at least in metric spaces (open and closed sets, boundary, limits of
sequences, Cauchy sequences, continuity, etc). For a set Ω and a function f : Ω→ C
we set ‖f‖∞ := supω∈Ω |f(ω)|. Given a topological space (Ω,O) (or a metric space
(Ω, d)) the space of bounded and continuous functions

Cb(Ω) := {f : f : Ω→ C is continuous and ‖f‖∞ <∞}
is a Banach space, and even a unital Banach algebra with the norm ‖ · ‖∞ and
the pointwise operations. If K is a compact space†, then each continuous function
f : K → C is bounded (actually, there is x ∈ K with |f(x)| = ‖f‖∞), and we set
C(K) := Cb(K).

The next result applied to the closed sets {x} and {y} (x 6= y) yields that C(K)
separates the points of K.

Proposition 1.7 (Urysohn’s lemma). Let K be a compact space, and let A,B ⊂ K
be disjoint, closed subsets. Then there is f ∈ C(K) such that f(K) ⊂ [0, 1] and
f(a) = 1, f(b) = 0 for every a ∈ A, b ∈ B.

Point separation is also crucial in the next famous result.

Theorem 1.8 (Stone–Weierstraß). A point separating, conjugation invariant, uni-
tal subalgebra of C(K) is dense in C(K).

A function f defined on the unit circle T := {z ∈ C : |z| = 1} is called a
trigonometric polynomial if it is a finite linear combination of the functions
zn : z 7→ zn, n ∈ Z. For d ∈ N and j = 1, . . . , d consider the functions zj : Td → C,
(z1, . . . , zd) 7→ zj . A function of the form zn := zn1

1 · · · zndd , n = (n1, . . . , nd) ∈ Zd
is called a trigonometric monomial, and a finite linear combination of such
monomials is a trigonometric polynomial; they form a vector space P(Td). The
Stone–Weierstraß theorem immediately implies the following.

Proposition 1.9. The vector space P(Td) of trigonometric polynomials is dense
in C(Td).

For a function f : Ω→ R we introduce the notation

[f > α] := f−1((α,∞)), [f < α] := f−1((−∞, α)), [f = α] = f−1({α}), etc.

The support of a continuous function f : Ω → C is supp(f) := [f 6= 0], where A is
the closure of A. See [97, 2.3-2.13], [56, Ch. 3,4].

Measure and integral. We assume familiarity with the elementary theory of
positive measures, the Lebesgue integral, and with the most fundamental results:
Lebesgue’s dominated convergence theorem, Beppo Levi’s monotone convergence
theorem, Fatou’s lemma. The construction of product measures, and the theorems
of Fubini and Tonelli are regarded as well-known.

We only fix here notation and terminology. Let X be a σ-algebra over the set
X. We define L 0(X,X ) := {f : X → C measurable}, where C, as everywhere in
these lectures, is equipped with the Borel σ-algebra (see also below).

A positive measure µ : X → [0,∞] is a σ-additive function with µ(∅) = 0. In
this case (X,µ) is called a measure space, if the σ-algebra needs to be stressed
we write (X,X , µ). The integral of f ∈ L 0(X,X ) with respect to µ (if it exists) is
denoted by ∫

X

f dµ or

∫
X

f(x) dµ(x).

†The Hausdorff property is included in the definition of a compact space.
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Given a measure space (X,µ) we define for p ∈ [1,∞) and f ∈ L 0(X,X )

‖f‖p :=
(∫
X

|f |p dµ
)1/p

and ‖f‖∞ := inf{α : |f | ≤ α µ-almost everywhere}.

We also set for p ∈ [1,∞]

L p(X,µ) := {f ∈ L 0(X,X ) : ‖f‖p <∞},
which are vector spaces and ‖·‖p is a seminorm on L p(X,µ). Define the equivalence
relation ∼µ by f ∼µ g if [f 6= g] is µ-null set. After identifying ∼µ-equivalent
functions we obtain the Banach spaces Lp(X,µ) with norm ‖ · ‖p, and the vector
space L0(X,µ). Depending on the context we may write Lp(X), Lp(µ), or even
Lp. If the σ-algebra needs to be stressed, we write Lp(X,X , µ). If (X,µ) is a
finite measure space, then for 1 ≤ p ≤ r ≤ ∞ we have Lr(X,µ) ⊂ Lp(X,µ)
with continuous embedding. This can be proven, e.g., with the help of Hölder’s
inequality

‖fg‖1 ≤ ‖f‖p‖g‖q f, g ∈ L0(X,µ), 1
p + 1

q = 1.

One of F. Riesz’ many theorems states that any L p-Cauchy sequence possesses
an almost everywhere convergent subsequence.
See [97, Ch. 1–3,7], [56, Ch. 7].

3. Measures on compact spaces

To be able to apply methods of functional analysis to measures we extend the
notion “measure” to complex valued functions.

Let X be a σ-algebra over the set X. A (complex) measure is a σ-additive
function µ : X → C with µ(∅) = 0. We shall use the terms “positive”, “signed”
and “complex” to explicitly state where the values of a measure belong to. We also
note that by the word “measure” (positive/signed/complex) we (almost) always
understand a finite valued one, i.e., we exclude the values±∞. The total variation
|µ| of a measure µ is defined by

|µ|(A) := sup
{∑
n∈N
|µ(An)| : (An)n∈N is a measurable partition of A

}
.

We denote by M(X,X ) the set of all complex measures on X . Here are the most
important properties:

Proposition 1.10. (a) For µ ∈ M(X,X ) and A ∈ X we have |µ(A)| ≤ |µ|(A).
(b) |µ| : X → [0,∞) is a finite positive measure.
(c) The set M(X,X ) is a C-vector space and a Banach space if endowed with the

norm ‖ · ‖ : µ 7→ |µ|(X).

Let µ ∈ M(X,X ) and let f : X → C be a simple function, i.e., of the form

f =
∑N
j=1 aj1Aj with A1, . . . , AN ∈ X pairwise disjoint and a1, . . . , aN ∈ C. Then

we can set ∫
X

f dµ :=

N∑
j=1

ajµ(Aj),

and quickly prove that this expression is indeed well-defined and that (f, µ) →∫
X
f dµ is bilinear. Since∣∣∣ N∑

j=1

ajµ(Aj)
∣∣∣ ≤ N∑

j=1

|aj ||µ(Aj)| ≤
N∑
j=1

|aj ||µ|(Aj) = ‖f‖L1(|µ|),
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by density we can extend the integral to f ∈ L1(|µ|) with linearity in f remaining
true. For a bounded measurable function f the mapping µ 7→

∫
X
f dµ is linear. See

[97, Ch. 6].
An important special case is when X = K is a compact space and X = B(K)

is the Borel σ-algebra generated by the open sets in K, i.e., B(K) is the smallest
σ-algebra that contains every open subset of K. A continuous function f : K → C
is then measurable. A finite positive measure µ : B(K)→ C is said to be regular
if for each B ∈ B(K)

µ(B) = sup{µ(F ) : F ⊂ B, F compact} = inf{µ(G) : B ⊂ G, G open}.
A complex measure µ is said to be regular if |µ| is regular. The set of regular,
complex Borel measures is denoted by M(K). It can be shown that M(K) is a
Banach space with the total variation norm, and if K is metrizable, then any
finite positive measure is regular, i.e., M(K) = M(K,B(K)). As a consequence of
regularity and Urysohn’s lemma we obtain for signed measures µ, ν ∈ M(K) that

µ ≤ ν ⇔ for every positive f ∈ C(K):

∫
K

f dµ ≤
∫
K

f dν,

and for general complex measures µ, ν ∈ M(K) that

µ = ν ⇔ for every f ∈ C(K):

∫
K

f dµ =

∫
K

f dν.

The next is a fundamental theorem and allows the application of functional analytic
techniques when studying measures on compact spaces.

Theorem 1.11. The mapping J : M(K)→ C(K)′ defined by

(Jµ)f :=

∫
K

f dµ

is an isometric isomorphism of Banach spaces.

By virtue of this result we identify the Banach spaces M(K) and C(K)′, and write

〈f, µ〉 =

∫
K

f dµ.

See [97, 2.14–2.18 and Thm. 6.19].
The support supp(µ) of a positive measure µ ∈ M(K) is the closed set

supp(µ) :=
{
x ∈ K : µ(U) > 0 for each open set U with x ∈ U}

The support of a measure is easily seen to be a closed set. If supp(µ) is a singleton,
then µ is a scalar multiple of a Dirac measure, i.e., µ = cδa for some c ∈ C and
a ∈ K, where δa(A) = 1 if a ∈ A and δa(A) = 0 if a 6∈ A.

Proposition 1.12. Let K be a compact space and let µ ∈ M(K) be positive.

(a) We have µ(supp(µ)c) = 0, and if a measurable function f : K → C vanishes
on supp(µ), then

〈f, µ〉 =

∫
K

f dµ = 0.

(b) If L ⊂ K is a closed subset and for every f ∈ C(K) with f |L = 0 also 〈f, µ〉 = 0
holds, then supp(µ) ⊂ L.

We leave the proof as Exercise 1.6. The next result is a functional analytic descrip-
tion of the support of a measure.
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Proposition 1.13. Let K ⊂ C be a non-empty compact set, and let µ ∈ M(K) be
positive. Consider the multiplication operator Mz : L2(K,µ) → L2(K,µ), f 7→ zf .
Then Mz is bounded, linear and σ(Mz) = supp(µ).

The proof is left as Exercise 1.7. We close this lecture with the following important
information about the set M1(K) of regular, Borel probability measures on K.

Proposition 1.14. Let K be a compact space.

(a) The set M1(K) is a weak∗ compact, convex subset of M(K).
(b) The extreme points of M1(K) are precisely the Dirac measures.
(c) The convex set M1(K) is the closed convex hull of the Dirac measures.

Proof. (a) We have

M1(K) = {µ ∈ M(K) : ∀f ∈ C(K), f ≥ 0 : 〈f, µ〉 ≥ 0 and 〈1, µ〉 = 1},
implying that M1(K) is weak∗ closed in M(K) and convex. Since the closed unit
ball BM(K)(0, 1) is weak∗ compact (Banach–Alaoglu, Theorem 1.3) and contains
M1(K), the compactness of the latter set follows.

(b) Let a ∈ K and consider the Dirac measure δa. Suppose δa = (1− t)µ0 + tµ1 for
some t ∈ (0, 1) and µ0, µ1 ∈ M1(K). It follows µj(K \ {a}) = 0, and hence µj = δa
for j = 1, 2. This shows δa ∈ Ex(M1(K)). Let µ ∈ Ex(M1(K)). We claim that if
A ∈ B(K), then µ(A) ∈ {0, 1}. Indeed, if µ(A) ∈ (0, 1) held for some A ∈ B(K),
then with the measures µ0(B) := µ(A ∩ B)/µ(A), µ1(B) := µ(Ac ∩ B)/µ(Ac) we
would have µ0, µ1 ∈ M1(K) and µ = (1−µ(A))µ1 +µ(A)µ0, a contradiction. Thus
the claim is proven. If a, b ∈ supp(µ) and a 6= b, then there are disjoint open sets
U, V with a ∈ U , b ∈ V and µ(U) > 0, µ(V ) > 0, i.e., µ(U) = µ(V ) = 1. This is
impossible, so that supp(µ) is a singleton and µ is a Dirac measure.

(c) Follows from (a), (b) and the Krein–Milman Theorem 1.4.

Exercises

Exercise 1.1 (Bounded projections). Prove Proposition 1.5.

Exercise 1.2 (Weak and weak∗ limits of sequences). Let E be a Banach space.
Recall that a sequence (xn)n∈N in E is weakly convergent to x ∈ E if 〈xn, x′〉 →
〈x, x′〉 as n → ∞ for each x′ ∈ E′. We denote this by writing xn

σ→ x. Prove the
following assertions:

(a) If xn
σ→ x and xn

σ→ y, then x = y.

(b) If xn
σ→ x, yn

σ→ y and for the scalar sequence (λn)n∈N we have λn → λ, then

xn + λnyn
σ→ x+ λy.

Recall that a sequence (x′n)n∈N in E′ is weak∗ convergent to x′ ∈ E′ if 〈x, x′n〉 →
〈x, x′〉 as n → ∞ for each x ∈ E. We denote this by writing x′n

σ∗→ x′. Formulate
and prove the statements analogous to (a) and (b) for the weak∗ convergence.

Exercise 1.3 (Pointwise convergence). Let E,F be Banach spaces and let D ⊂ E
be a dense subset. For n ∈ N let Sn ∈ L (E,F ). Prove the equivalence of the
following assertions:

(i) supn∈N ‖Sn‖ <∞ and for each x ∈ D the sequence (Snx)n∈N converges in F .
(ii) For each x ∈ E the sequence (Snx)n∈N is convergent in F .

Prove that under these equivalent conditions the limit operator S given by Sx :=
limn→∞ Snx belongs to L (E,F ).

Exercise 1.4 (Extreme points). Consider the R-vector space V = R2. Determine
the extreme points of the following convex sets.



EXERCISES 15

(a) B1 := {(x, y) ∈ V : |x|+ |y| ≤ 1},
(b) B2 := {(x, y) ∈ V : |x|2 + |y|2 ≤ 1},
(c) B∞ := {(x, y) ∈ V : |x|, |y| ≤ 1}.
Exercise 1.5. Prove that M(X,X ) is a Banach space with the total variation norm
(accepting that |µ|(A) <∞ for each A ∈ X ).

Exercise 1.6 (Support of measures). Prove Proposition 1.12.

Exercise 1.7 (Spectrum and support). Prove Proposition 1.13.





LECTURE 2

Measure-preserving systems

In this lecture we introduce the basic objects of ergodic theory, namely invari-
ant measures, measure-preserving transformations/systems and the corresponding
Koopman operator. As a first surprising result, we present Poincaré’s recurrence
theorem. We also discuss various examples showing connections to other areas such
as group theory, stochastics, number theory and topology.

1. Measure-preserving systems and recurrence

The following definition is fundamental for these lectures.

Definition 2.1. (a) Let (X,µ) be a probability space, and let T : X → X be a
measurable transformation. Then T is called µ-preserving (and µ is called
T -invariant) if

µ(T−1B) = µ(B)

holds for every measurable B ⊂ X. (Here T−1B is the preimage of B under
T .) In this case, the triple (X,µ, T ) is called a measure-preserving system.
If the underlying σ-algebra X needs to be stressed, we write (X,X , µ, T ).

(b) More generally, a measurable map T : X → Y between two measure spaces
(X,µ) and (Y, ν) is called measure-preserving if µ(T−1B) = ν(B) for every
measurable B ⊂ Y .

(c) Let µ be a positive measure on the σ-algebra X over X, let Y be a σ-algebra
over Y , and let T : X → Y be measurable. The push-forward T∗µ of µ is
defined by T∗µ(B) := µ(T−1B) for B ∈ Y.

Remark 2.2. (a) A measurable map T : X → Y between two measure spaces
(X,µ) and (Y, ν) is measure-preserving if and only if T∗µ = ν.

(b) If T is µ-preserving, then the images of sets may have larger measure than the
sets themselves:

inf{µ(C) : T (B) ⊂ C, C measurable} ≥ µ(B) for each measurable B ⊂ X.
This inequality can be strict, see, for instance, Example 2.16.

The following famous recurrence result is remarkably easy to prove.

Theorem 2.3 (Poincaré’s recurrence theorem). Let (X,µ, T ) be a measure-preser-
ving system and let A ⊂ X satisfy µ(A) > 0. There is n ∈ N such that µ(A ∩
T−nA) > 0.

Proof. Let A ⊂ X be measurable such that µ(A ∩ T−nA) = 0 for every n ∈ N.
Since T is µ-preserving, we thus have

µ(T−kA ∩ T−(n+k)A) = 0 for every n ∈ N, k ∈ N0.

This means that the sets A, T−1A, T−2A, . . . are pairwise disjoint up to null sets.
But they all have the same measure µ(A). Since µ is a finite measure, this can only
happen if µ(A) = 0.

17
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Poincaré’s result shows in particular that for everyA ⊂ X with positive measure
there is at least one x ∈ A which is recurrent to A, i.e., satisfies Tnx ∈ A for at
least one n ∈ N. In fact, almost every x ∈ A is infinitely recurrent to A, i.e.,
comes back to A infinitely often.

Corollary 2.4 (Infinite recurrence). Let (X,µ, T ) be a measure-preserving system
and let A ⊂ X. Then almost every x ∈ A satisfies Tnx ∈ A for infinitely many
n ∈ N.

Proof. We first show that almost every x ∈ A is recurrent to A. Consider the
measurable set

B := A \
∞⋃
k=1

T−kA = A ∩
( ∞⋂
k=1

T−kAc
)

of all points which never return to A. For every n ∈ N we have

B ∩ T−nB ⊂ A ∩ T−nA ∩
( ∞⋂
k=1

T−kAc
)

= ∅.

Thus Poincaré’s recurrence theorem implies µ(B) = 0.
We now show that almost every x ∈ A is infinitely recurrent to A. By the

above we have

(2.1) A ⊂
∞⋃
n=1

T−nA ∪B

with the above null set B. For each k ∈ N it follows that

T−1A ⊂
∞⋃
n=2

T−nA ∪ T−1B, . . . , T−(k−1)A ⊂
∞⋃
n=k

T−nA ∪ T−(k−1)B.

Inserting this into (2.1) leads to

A ⊂
∞⋃
n=k

T−nA ∪Nk

for every k, where Nk is a null set. Since ∪∞k=1Nk is a null set, almost every x ∈ A
is infinitely recurrent to A.

The following lemma helps proving the measure-preserving property of a trans-
formation.

Lemma 2.5. Let (X,X , µ) be a probability space, and let E be a generator of X
which is closed under ∩. Let T : X → X be a measurable transformation satisfying
µ(T−1B) = µ(B) for every B ∈ E. Then T is measure-preserving.

Sketch of proof. Let D := {B : B ∈ X , µ(T−1B) = µ(B)}. It is easy to see that D
has the following three properties.

(1) X ∈ D.
(2) If A ∈ D, then Ac ∈ D.
(3) If An ∈ D for each n ∈ N and these sets are pairwise disjoint, then

⋃
n∈N

An ∈ D.

Since by assumption E ⊂ D, Dynkin’s theorem, see [5, Thm. 3.2], implies that the
σ-algebra X generated by E is contained in D.

Here is another useful characterization of the measure-preserving property.

Proposition 2.6. Let (X,µ), (Y, ν) be probability spaces and let T : X → Y be
measurable.
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(a) For every bounded (or positive) measurable function f : Y → C∫
X

f ◦ T dµ =

∫
Y

f dT∗µ.

(b) The transformation T is measure-preserving if and only if

(2.2)

∫
X

f ◦ T dµ =

∫
Y

f dν

for every bounded, measurable function f : Y → C. In this case, (2.2) holds for
every f ∈ L 1(Y, ν).

Proof. (a) For a measurable set A and f = 1A we have the asserted equality by
the definition of the push-forward measure, since 1A ◦ T = 1T−1A. By linearity
we obtain the statement for simple functions. If f : X → C is a bounded (or
positive) measurable function, then there is a sequence (fn)n∈N of simple functions
converging pointwise to f with |fn| ≤ |fn+1| ≤ |f | for every n ∈ N. We obtain, by
Lebesgue’s or Beppo Levi’s theorem, that∫

X

f ◦ T dµ = lim
n→∞

∫
X

fn ◦ T dµ = lim
n→∞

∫
X

fn dT∗µ =

∫
X

f dT∗µ.

(b) Suppose (2.2) is satisfied for every bounded, measurable function. Let A ⊂ Y
be measurable and consider f := 1A ∈ L∞(Y, ν). Then by the hypothesis

ν(A) =

∫
Y

1A dν =

∫
X

1A ◦ T dµ =

∫
X

1T−1A dµ = µ(T−1A),

thus T is measure-preserving.

Next, suppose that T is measure-preserving, i.e., T∗µ = µ. Each f ∈ L1(X,µ) can
be decomposed into real and imaginary, and then into positive and negative parts,
all of which are positive and belong to L 1(Y, ν). By part (a) and by linearity we
obtain (2.2).

The following definition of invertibility is natural, although it might appear
somewhat technical at first glance.

Definition 2.7. (a) Let (X,µ) and (Y, ν) be two probability spaces. A measurable
map θ : X → Y is called essentially invertible if there are measurable sets
X ′ ⊂ X and Y ′ ⊂ Y of full measure such that θ : X ′ → Y ′ is bijective and
θ−1 : Y ′ → X ′ is measurable (with respect to the trace σ-algebras).

(b) A measure-preserving system (X,µ, T ) is called invertible if T is essentially
invertible.

(c) Two measure-preserving systems (X,µ, T ) and (Y, ν, S) are called isomorphic
if there is an essentially invertible map θ : X → Y such that S ◦θ = θ◦T µ-a.e..

Remark 2.8. (a) A measurable map θ : X → Y is essentially invertible if and
only if there exists a measurable map η : Y → X with η ◦ θ = idX a.e. and
θ ◦ η = idY a.e., see Exercise 2.1. In this case η is called the essential inverse
of θ. Two essential inverses of θ coincide except on a null set, and we denote
them by the same symbol θ−1.

(b) If a measure-preserving system (X,µ, T ) is invertible, then the transformation
T−1 is automatically µ-preserving as well (why?) and thus gives rise to a new
measure-preserving system (X,µ, T−1) called the inverse system. Intuitively,
passing from T to T−1 corresponds to reversing the time.



20 2. MEASURE-PRESERVING SYSTEMS

2. Examples

We present here some fundamental examples of measure-preserving systems.
This list of examples will be continually augmented during these lectures.

Example 2.9 (Finite state space). Let X be a finite set and let µ be the normalized
counting measure on X. Then a transformation T : X → X is µ-preserving if and
only if T is a bijection, in which case T is invertible.

Example 2.10 (Torus rotation). Consider the unit circle

T := {z : z ∈ C, |z| = 1},
which is a closed and bounded, hence compact subset of C. On the Borel σ-algebra
B(T) of T we consider the normalized arclength-measure m, for which m(T) = 1.
Note that T with the multiplication of complex numbers is a compact, commutative
group, and the measure m is invariant under each left rotation

τa : T→ T, x 7→ ax.

For any a ∈ T we therefore obtain the invertible measure-preserving system (T,m, τa),
abbreviated as (T,m, a). Note that for some fixed a ∈ T there might be many other
τa-invariant measures than m, see Exercise 2.2.

The additive analogue of the previous example is the following.

Example 2.11 (Translation mod 1). Let α ∈ [0, 1). Consider [0, 1) equipped with
the Lebesgue measure λ and Tα : [0, 1)→ [0, 1) given by

Tαx = x+ α− bx+ αc.
Instead of y − byc we often write y mod 1. Then ([0, 1), λ, Tα) is an invertible
measure-preserving system (why?), abbreviated as ([0, 1), λ, α).

This translation system is isomorphic to the rotation system (T,m, a) from
Example 2.10 via the map θ : [0, 1)→ T given by θ(x) := e2πix for x ∈ [0, 1).

These two examples are special instances from the following important class.

Example 2.12 (Group rotation). Consider a group G which is also equipped with
a topology (more restrictively with a metric) such that the multiplication

G×G→ G, (x, y) 7→ xy

and the inversion

G→ G, x 7→ x−1

are continuous. Then G is called a topological group. For each a ∈ G, as in
Example 2.10, we can consider the left rotation

τa : G→ G, x 7→ ax.

Since the group is not assumed to be commutative, it makes sense to define the
right rotation as well

ρa : G→ G, x 7→ xa.

These are all continuous, hence measurable mappings with respect to the Borel
σ-algebra B(G). It is known that if G is a compact topological group (such as T,
Td or their additive analogues), then there is unique regular probability measure on
B(G) invariant under each left and right rotation, see, e.g, [36, Thm. G.10] or [59,
Ch. XI]. This measure is called the Haar measure of G and denoted by mG. For
each a ∈ G we obtain two invertible measure-preserving systems (G,mG, τa) and
(G,mG, ρa). The measure-preserving systems corresponding to the left rotations τa
are abbreviated as (G,mG, a).
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Important special cases of group rotations are the higher dimensional torus
rotations (Td,md, a), where md = m ⊗ · · · ⊗ m is the product measure on B(Td)
and a ∈ Td.

Example 2.13 (Skew rotation). Consider a torus rotation system (T,m, a). Since
m is invariant under each (left=right) rotation τx, the transformation

Ta : T2 → T2, (x, y) 7→ (ax, xy)

is m2-preserving. Indeed, by Fubini’s theorem, for every bounded, measurable
function f : T2 → C∫

T2

f(ax, xy) dx dy =

∫
T

(∫
T

f(ax, xy) dy
)

dx =

∫
T

(∫
T

f(ax, y) dy
)

dx

=

∫
T

(∫
T

f(ax, y) dx
)

dy =

∫
T2

f(x, y) dx dy

holds, so by Proposition 2.6 Ta is measure-preserving. (Integration with respect to
the Haar measure is often denoted as above. We thus obtain the measure-preserving
system (T2,m2, Ta), called a skew rotation

The additive version of it is the skew shift on [0, 1)2 with the 2-dimensional
Lebesgue (= Haar) measure given by

(x, y) 7→ (x+ αmod 1, x+ y mod 1)

for a fixed α ∈ [0, 1).

A fundamentally different class of examples is described next.

Example 2.14 (Shifts). Let (Y, ν) be a probability space and consider the infinite
product X = Y Z, X the product σ-algebra generated by cylinder sets, i.e., sets
of the form

A = · · · × Y × Y ×A−N × · · · ×A0 ×A1 × · · ·AN × Y × · · · × Y · · ·
with measurable A−N , . . . , AN ⊂ Y , and product measure µ given by

µ(A) =

N∏
j=−N

ν(Aj)

on such cylinder sets, and µ is uniquely determined by this property, see [59, §38].
Define now the left shift

T : X → X, (xn)n∈Z 7→ (xn+1)n∈Z.

Then (X,µ, T ) is an invertible measure-preserving system, which we call the two-
sided shift with state space (Y, ν) (use Lemma 2.5). If one replaces in the above
the set of integers by the natural numbers, and modifies the definition of cylinder
sets accordingly, one obtains the one-sided shift with state space (Y, ν).

Note that if Y is a metric space with a bounded metric d and Y = B(Y ), then
X is also a metric space with dX(x, y) :=

∑∞
n=−∞ 2−|n|d(xn, yn), and the product

σ-algebra X is the Borel σ-algebra. We leave the proof to the reader.

The particular case when Y is finite deserves additional attention.

Example 2.15 (Bernoulli shift). If Y = {0, 1, . . . , k − 1} for some fixed k ∈ N
and µ({j}) = pj for some probability vector p ∈ Rk, then the corresponding
shift from the previous Example 2.14 is called a Bernoulli shift and is denoted
by B(p0, . . . , pk−1). Here, Y is called the alphabet with k letters, and elements
of X = Y Z (or X = Y N, respectively) are called infinite words.
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Example 2.16 (Bernoulli shift and the doubling map). Consider the one-sided
Bernoulli shift B(1/2, 1/2) from Example 2.15 and the interval [0, 1] with the
Lebesgue measure λ. The doubling map T on [0, 1] given by Tx := 2x mod 1
preserves λ. The map θ : {0, 1}N0 → [0, 1] given by

θ(t0, t1, . . .) :=

∞∑
n=0

tn
2n+1

corresponds to the binary representation of numbers and provides an isomorphism
between the Bernoulli shift and the measure-preserving system ([0, 1], λ, T ), see
Exercise 2.4. (Intuitively it is clear that shifting the binary representation of a
number to the left corresponds to the doubling the number modulo 1). Note that
the isomorphism θ is not bijective due to the fact that the binary representation is
unique for almost all but not all numbers.

It was a long standing open question in ergodic theory whether the (two-sided)
Bernoulli shifts B(1/n, . . . , 1/n) and B(1/m, . . . , 1/m) are non-isomorphic when-
ever n 6= m. This was confirmed by A.N. Kolmogorov only in 1958 using the notion
of the measure-theoretic entropy (see [70]), now known as the Kolmogorov–Sinai
entropy. However, contrary to what the first impression would tell, the Bernoulli
shifts B(1/4, 1/4, 1/4, 1/4) and B(1/2, 1/8, 1/8, 1/8, 1/8) are isomorphic. This was
proven by L.D. Mešalkin in 1959, see [85]. This isomorphism problem for the
Bernoulli shifts was completely settled by D.S. Ornstein in 1970 who showed that
two Bernoulli shifts are isomorphic if and only if they have the same Kolmogorov–
Sinai entropy, see [89]. The interested reader can consult, for example, the survey
[114] by B. Weiss.

The following shows the connection between measure-preserving shift systems
and stationary stochastic processes.

Example 2.17 (Stationary stochastic processes). Let (Ω,P) be a probability space
and for j ∈ Z let fj : Ω → R be measurable functions, i.e., random variables. The
sequence (fj)j∈Z is called a stochastic process and we suppose that it is stationary.
This means that for every m ∈ N, every n1, . . . , nm ∈ Z, all Borel sets B1, . . . , Bm ⊂
R and every k ∈ Z one has

(2.3) P
( m⋂
j=1

f−1
nj (Bj)

)
= P

( m⋂
j=1

f−1
nj+k

(Bj)
)
.

We now construct an associated measure-preserving system. Consider X :=
RZ with the Borel algebra (i.e., the product σ-algebra with B(R) in each of the
components) and define f : Ω→ X by

f(ω) := (. . . , f−1(ω), f0(ω), f1(ω) . . .), i.e., (f(ω))j = fj(ω).

For a Borel set A ⊂ X set µ(A) := P(f−1(A)), i.e., µ is the push-forward proba-
bility measure corresponding to f . Consider finally the left shift on RZ given by
T (xj)j∈Z := (xj+1)j∈Z. Then (X,µ, T ) is a measure-preserving system. To see this
take a cylinder set B ⊂ RZ and observe that f−1(B) is of the form ∩mj=1f

−1
nj (Bj).

Thus the stationarity property (2.3) together with the definition of µ implies

µ(B) = P(f−1(B)) = P(f−1(T−1B)) = µ(T−1B),

i.e., T is indeed µ-preserving.

Thus a stationary stochastic process defines a measure-preserving shift system
in a fairly straightforward manner. We now show that one can go in the converse
direction.
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Example 2.18. Let (RZ,B(RZ), µ, T ) be a measure-preserving system, where T
denotes the left shift on RZ. We invert the procedure described in the previous
example and construct a corresponding stationary stochastic process (to which
Example 2.17 associates precisely (RZ,B(RZ), µ, T )). Define Ω := RZ, P := µ and
fj := πj , j ∈ Z, where πj : RZ → R is the projection onto the jth coordinate. Then

every πj is measurable since π−1
j (B) is a cylinder set for every Borel subset B ⊂ R.

We thus obtain the stochastic process (fj)j∈Z. Moreover, this process is stationary
by the measure-preserving property of T

µ
( m⋂
j=1

π−1
nj (Bj)

)
= µ

(
T−k

m⋂
j=1

π−1
nj (Bj)

)
= µ

( m⋂
j=1

π−1
nj+k

(Bj)
)
.

Finally, (RZ, µ, T ) arises from (fj)j∈Z as in Example 2.17. Indeed, since f : Ω→ RZ

is the identity by construction, we have µ = f∗P.

To sum up the previous two examples we can say that to study stationary
stochastic processes is the same as to study shift-invariant probability measures on
RZ. Note that the same holds if we replace Z by N or N0 (check it!).

Next we turn to one of the many connections to number theory.

Example 2.19 (Gauss transformation). Let X := [0, 1) and let T : X → X denote
the Gauss transformation defined by T (0) := 0 and

Tx := 1
x −

⌊
1
x

⌋
for x 6= 0.

T−1B· · · T−1B

B

We see that Tx = 1
x − n whenever x ∈ ( 1

n+1 ,
1
n ] and therefore

(2.4) T−1{y} =
{

1
y+n : n ∈ N

}
for y ∈ (0, 1).

We finally define the measure µ by

µ(A) :=
1

ln 2

∫
A

dx

x+ 1
, A ∈ B([0, 1]).

It is Exercise 2.5 to show that (X,µ, T ) is a measure-preserving system, it is called
the Gauss system.

This system is directly connected to simple continued fractions which we briefly
discuss here. A (simple) continued fraction is a formal expression of the form

[a0; a1, a2, . . .] := a0 +
1

a1 +
1

a2 + . . .

with a0 ∈ Z and (an)n∈N a sequence in N. Continued fractions lead to a way of
representing a real number as a sequence of integers different from the standard
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expansion using base 10 (or any other base). For a given x ∈ R the corresponding
continued fraction is obtained by the following inductive procedure.

We set a0 := bxc, r0 := x − a0. Suppose a0 ∈ Z, a1, . . . , an ∈ N and r0, . . . , rn ∈
[0, 1) have been defined. If rn = 0, we stop and the construction of the continued
fraction [a0; a1, . . . , an] is finished. Otherwise, define an+1 := b 1

rn
c and rn+1 :=

1
rn
−an+1, and continue repeating this procedure indefinitely. In this way we obtain

a finite or infinite sequence of numbers an with a0 ∈ Z and a1, a2, . . . ∈ N and write
x = [a0; a1, a2, . . .]. For example, the golden ratio φ satisfies φ = [1; 1, 1, 1, . . .]
(Exercise 2.5).

Already the ancient greeks (notably Euclid, Archimedes of Syracuse and Dio-
phantos of Alexandria) knew about these miraculous objects, but the first treatment

that went beyond sheer numerical tricks is due to R. Bombelli[10]. The systematic
study was started by P. Cataldi[23], and he is considered by many as the real dis-
coverer. A number of giants of mathematics were involved in the development of
the theory of continued fractions, such as Euler, Lagrange, Galois, and, of course,
Gauss. Here we list some properties of continued fractions to give a flavour of their
theory. The interested reader is referred, e.g., to [69] and [22].

(1) A real number x is rational if and only if its continued fraction representation
is finite, see Exercise 2.5. Moreover, the continued fraction of x is eventually
periodic if and only if x is a quadratic irrational.

(2) Conversely, every infinite sequence (aj)j∈N0
with a0 ∈ Z and a1, a2, . . . ∈ N

leads to a continuous fraction of an irrational number. Thus we have a bijection
between irrational numbers and infinite continuous fractions. Note that the
representation of rational numbers is not unique since

[a0; a1, a2, . . . , an + 1] = [a0; a1, a2, . . . , an, 1].

(3) Let x = [a0; a1, a2, . . .]. Define the nth convergent of the continued fraction
as the reduced fraction

pn
qn

:= a0 +
1

a1 +
1

a2 + . . .+
1

an

,

pn, qn being coprime. Then one has

p2

q2
≤ p4

q4
≤ . . . ≤ x ≤ . . . ≤ p3

q3
≤ p1

q1

with p2n
q2n
↗ x and p2n+1

q2n+1
↘ x. For every n ∈ N, the rational number pn

qn
satisfies∣∣∣x− pn

qn

∣∣∣ ≤ 1

q2
n

and is the best approximation of x by rationals with denominator less than or
equal to qn. Generally, bounded continued fractions (i.e., bounded sequences
(an)n∈N0

) correspond to so-called badly approximable numbers, the golden ratio
representing the worst case.

The next proposition explains the relation of continued fractions to the Gauss
transformation, see Exercise 2.5.

[10] R. Bombelli, L’algebra parte maggiore dell’arithmetica divisa in tre libri, 1572, Bologna.
[23] P. A. Cataldi, Trattato del modo brevissimo di trovare la radice quadra delli numeri,

1613, Bologna.
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Proposition 2.20. Consider the Gauss system ([0, 1), µ, T ), and let x ∈ [0, 1) \Q
have the continued fraction representation x = [a0; a1, a2, . . . ]. Then for each n ∈ N

an =

⌊
1

Tn−1x

⌋
.

An analogous statement holds for rational numbers as well.

3. The Koopman operator

We associate to each measure-preserving system a linear operator.

Definition 2.21. Let (X,µ, T ) be a measure-preserving system. For a measurable
function f : X → C define

ST f := f ◦ T.
Then ST f is again a measurable function and ST defines a linear operator on the
vector space L 0(X) of measurable functions. The operator ST acts actually on ∼µ-
equivalence classes of functions, and hence defines a linear operator ST : L0(X,µ)→
L0(X,µ), called the Koopman operator (induced by T ).

In the same manner, if T : X → Y is measure-preserving for the probability
spaces (X,µ) and (Y, ν), a linear operator ST : L0(Y, ν) → L0(X,µ) is defined
by ST f := f ◦ T . Again ST can be called the Koopman operator induced by T .
By Proposition 2.6 the operator ST : Lp(Y, ν) → Lp(X,µ) is a linear isometry for
every p ∈ [1,∞). The same holds also for p = ∞, and the Koopman operator has
important algebraic properties, see Exercise 2.6.

Proposition 2.22. Let (X,µ), (Y, ν) be probability spaces, and let T : X → Y be
measure-preserving. Let f, g ∈ L0(Y, ν).

(a) f ≥ g implies ST f ≥ ST g. In particular, f ≥ 0 implies ST f ≥ 0 (positivity).
(b) ST (f · g) = ST f · ST g (multiplicativity).
(c) ST |f | = |ST f |.
(d) ST1 = 1. More generally, ST1A = 1T−1A for every measurable A ⊂ Y .

4. Topological dynamical systems and invariant measures

An important class of measure-preserving systems arises from continuous maps
on compact spaces.

Definition 2.23. Let K be a compact space (metric if you like), and let T : K → K
be a continuous mapping. The pair (K,T ) is called a topological (dynamical)
system. It is called invertible if T is bijective (in which case the inverse of T is
automatically continuous).

Example 2.24. (1) If L = {0, . . . , k − 1} and K = LZ or K = LN, then K is
a compact space, and the shift T , (xn) 7→ (xn+1) from Example 2.15 is a
continuous mapping. So (K,T ) is a topological system.

(2) For K = T and T = τa, x 7→ ax, from Example 2.10, (T, τa) is topological
system, abbreviated as (T, a).

(3) More generally, given a compact (metric) topological group and a ∈ G, we
obtain the topological system (G, τa), abbreviated as (G, a).

Similarly to the case of measure-preserving transformations, a continuous map-
ping T : K → L between compact spaces induces a linear contraction

ST : C(L)→ C(K), ST f := f ◦ T.
If (K,T ) is a topological system ST is called the Koopman operator. It has the
same algebraic properties as the Koopman operator on L0 (cf. Proposition 2.22).
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Recall that the dual space of C(K) is identified with the space M(K) of regular
Borel measures on K via the mapping µ 7→

∫
K
· dµ (see Theorem 1.11).

Let T : K → K be a continuous transformation. For µ ∈ M(K) we define the
push-forward measure by T∗µ(B) := µ(T−1B) for B ∈ B(K). The measure µ is
called T -invariant if T∗µ = µ. As in Proposition 2.6 one can show (exercise) that
for each f ∈ C(K) ∫

K

f dT∗µ =

∫
K

f ◦ T dµ.

From this we conclude

〈f, S′Tµ〉 = 〈ST f, µ〉 =

∫
K

ST f dµ =

∫
K

f ◦ T dµ =

∫
K

f dT∗µ = 〈f, T∗µ〉

for every f ∈ C(K), i.e., T∗µ = S′Tµ. We thus obtain the following important fact.

Proposition 2.25. Let (K,T ) be a topological system. A measure µ ∈ M(K) is
T -invariant if and only if µ ∈ ker(I − S′T ).

The following theorem shows in particular that every topological system gives
rise to at least one measure-preserving system.

Theorem 2.26 (Krylov–Bogolyubov). Let (K,T ) be a topological system and let
f ∈ C(K) satisfy f 6= 0 and ST f = f . Then there exists a T -invariant probability
measure µ on K with 〈f, µ〉 6= 0.

Proof. Let x ∈ K such that f(x) 6= 0 and consider the probability measures

νn :=
1

n

n−1∑
j=0

δT jx.

Since M1(K) is weak∗ compact by Proposition 1.14, the sequence (νn)n∈N possesses
a cluster point µ ∈ M1(K). For g ∈ C(K) we have∣∣∣〈g ◦ T, νn〉 − 〈g, νn〉∣∣∣ =

∣∣∣ 1
n

n−1∑
j=0

(
〈g, δT j+1x〉 − 〈g, δT jx〉

)∣∣∣
=

1

n

∣∣∣〈g, δTnx〉 − 〈g, δx〉∣∣∣ ≤ 2‖g‖∞
n

.

Since µ is a cluster point, we obtain |〈g ◦ T, µ〉 − 〈g, µ〉| = 0 for each g ∈ C(K),
implying that µ is T -invariant. Since ST f = f and 〈f, νn〉 = 〈f, δx〉 6= 0, we obtain
〈f, µ〉 = 〈f, δx〉 6= 0, as required.

Notation 2.27. From now on, following many authors, most of the time we will
write T for both a measure-preserving transformation and the induced Koopman
operator. Thus we use the convention (Tf)(x) = f(Tx).

An exception will be the Koopman operator of the left (or right) rotation by a
on a compact topological group from Example 2.12 which we denote by La or Ra,
respectively.

Exercises

Exercise 2.1 (Essential invertibility). Prove the assertion of Remark 2.8(a).

Exercise 2.2 (Invariant measures for rotations). (a) Let a ∈ T be irrational, i.e.,
not a root of unity. Show that the set {1, a, a2, a3, . . .} is dense in T.
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(b) Let a ∈ T be fixed. Describe all τa-invariant measures on T, where τa is the
rotation by a discussed in Example 2.10. (Hint: Distinguish the cases of rational
and irrational a. For irrational a use (a).)

What changes if one replaces the rotation from Example 2.10 by the translation
from Example 2.11?

Exercise 2.3 (Bernoulli shifts). Prove that for k ≥ 2 and a probability vector
p ∈ Rk with pj > 0 for each j ∈ {0, . . . , k − 1} the one-sided Bernoulli shift is not
invertible.

Exercise 2.4. Prove that the doubling map preserves the Lebesgue measure. Show
that the Bernoulli shift and the doubling map from Example 2.16 are isomorphic.
What if one replaces B(1/2, 1/2) by B(1/n, . . . , 1/n) for an arbitrary n ∈ {2, 3, . . .}?
Exercise 2.5 (Gauss system and continued fractions). (a) Show that the Gauss

system defined in Example 2.19 is measure-preserving. (Hint: Use (2.4).)
(b) Show that a real number is rational if and only if its continued fraction repre-

sentation is finite.
(c) Show that the golden ratio satisfies φ = [1; 1, 1, 1, . . .]. Which number has the

representation [1; 2, 2, 2, . . .]?
(d) Prove Proposition 2.20 by induction.

Exercise 2.6. Prove that the Koopman operator of a measure-preserving system
is isometric on the space L∞(X,µ). Prove also the algebraic properties from Propo-
sition 2.22 of Koopman operators on L0(X,µ) and also on C(K).





LECTURE 3

Minimality and ergodicity

Given a dynamical system, topological or measure-preserving, in this lecture
we study proper regions of the state space which stay invariant under the dynamics.
More precisely, we are interested in the absence of such regions, since their existence
would contradict the “ergodic hypothesis” as formulated by Boltzmann. Indeed,
in this case the phase space motion is confined to that region hence cannot reach
every other state. Also “time mean equals space mean” would fail since the phase
space motion does not spend any time outside of this invariant region.

1. Invariant sets for topological systems

We begin with some definitions for a topological system (K,T ). For a point
x ∈ K and a subset A ⊂ N0 (or A ⊂ Z if T is invertible) we define

TAx := {Tnx : n ∈ A},
and call the set orb+(x) := TN0x the orbit of x. A subset F ⊂ K is called
(forward) invariant if orb+(x) ⊂ F for each x ∈ F . If T is invertible, then
the two-sided orbit of x is orb(x) := TZx, and a subset F ⊂ K is two-sided
invariant if orb(x) ⊂ F for each x ∈ F . A closed, invariant set F yields, by
restriction to F , a subsystem (F, T |F ), denoted by (F, T ). In the same manner
two-sided invariant sets of an invertible system yield invertible subsystems. If the
system (K,T ) is invertible, then any non-empty, closed, invariant set contains a
closed, non-empty, two-sided invariant set (see Exercise 3.1). A point x ∈ K is
called topologically transitive if orb+(x) = K, and topologically two-sided
transitive if orb(x) = K. Finally, the system (K,T ) is called minimal if the only
closed, invariant sets are the trivial ones, ∅ and K.

Remark 3.1. The closure of an invariant set is easily seen to be invariant, so in
particular orb+(x) is an invariant set, and the system (K,T ) is minimal if and only
if each of the points x ∈ K is topologically transitive. Analogously, an invertible
system (K,T ) is minimal if and only if each of the points x ∈ K is topologically
two-sided transitive (see Exercise 3.2). This gives an informal relation to the quasi
ergodic hypothesis of the Ehrenfests since in such systems the orbit of every point
comes arbitrarily close to any other point.

We introduce the following terminology. Let (K,T ) and (L, S) be topological
systems. A homomorphism between the (K,T ) and (L, S) is a continuous map
π : K → L such that π ◦ T = S ◦ π. We denote this by writing π : (K,T )→ (L, S).
Such a homomorphism is called an isomorphism if it is also a homeomorphism
between K and L. Automorphisms take orbits to orbits and closed, invariant sets
to closed, invariant sets. This can be exploited in the following characterization of
minimality for group rotations.

Proposition 3.2. Let G be a compact group and let a ∈ G. The following asser-
tions are equivalent.

(i) The group rotation system (G, a) is minimal.

29
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(ii) The subsemigroup {an : n ∈ N0} is dense in G.
(iii) The cyclic subgroup 〈a〉 = {an : n ∈ Z} is dense in G.

Minimality, therefore, is a strong condition for such systems. For example, it
implies that the group G is abelian, see Exercise 3.3.

Proof. The implications (i)⇒(ii)⇒(iii) are clear. To prove that (iii) implies (i) let
x ∈ G. Then orb(x) = ρxorb(1) = ρx〈a〉, where ρx is the multiplication by x from
the right and hence an automorphism of (G, a). This implies orb(x) = G, i.e.,
every point in G is topologically two-sided transitive. By Remark 3.1, the proof is
complete.

Important examples of minimal systems are provided by certain torus rotations.

Proposition 3.3 (Kronecker). The system (T, a) is minimal if and only if a ∈ T
is not a root of unity, i.e., if the cyclic subgroup 〈a〉 is infinite.

Proof. If a is a root of unity, then orb+(1) is finite and invariant, so that (T, a)
cannot be minimal. If a is not a root of unity, then by Exercise 2.2(a) orb+(1) is
dense in T, and by Proposition 3.2 we obtain the minimality of (T, a).

The following result is a useful characterization of minimality using open sets
instead of points.

Proposition 3.4 (Characterization of minimality). A topological system (K,T ) is
minimal if and only if for each non-empty, open set U ⊂ K there is N ∈ N0 such
that

(3.1) K =

N⋃
n=0

T−nU.

Proof. Suppose (K,T ) is minimal, and let U ⊂ K be non-empty and open. Consider
the set

F :=
⋂
n∈N0

T−n(K \ U)

of points which never visit U . This is a closed, invariant set and F 6= K since
U ∩ F = ∅. It follows that F = ∅, i.e., K =

⋃
n∈N0

T−nU , and by compactness we

can take a finite subcover. This proves (3.1).
Conversely, let F be a non-trivial, closed, invariant subset of K, then U := K\F

is non-empty, open and violates condition (3.1).

It turns out that in a minimal system every point visits each non-empty, open
set even infinitely often. Moreover, the sequence (or set) of visiting times has some
structure. This is the content of the next proposition.

Proposition 3.5. Let (K,T ) be minimal, and let U ⊂ K be a non-empty, open
set. Then for each x ∈ K the set

RU (x) := {n ∈ N : Tnx ∈ U}
of return times∗ to U is syndetic (or relatively dense), i.e., there is N ∈ N such
that [k, k +N ] ∩RU (x) 6= ∅ for every k ∈ N.

Proof. By Proposition 3.4 there is N ∈ N such that K =
⋃N
j=0 T

−jU . This implies

that for each x ∈ K and k ∈ N there is j ∈ {0, . . . , N} such that T kx ∈ T−jU ,
meaning x ∈ T−(k+j)U . It follows that RU (x) ∩ [k, k +N ] 6= ∅.

∗Of course, if x 6∈ U this should be called the set of visiting times, but the terminology return
times is more widespread.
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A point x ∈ K is called almost periodic if for each non-empty, open set
U ⊂ K the set of return times RU (x) is syndetic. By the above, in a minimal
system every point is almost periodic.

Proposition 3.6 (Characterization of almost periodic points). For a topological
system (K,T ) and a point x ∈ K the following assertions are equivalent.

(i) The point x is almost periodic.
(ii) The set orb+(x) is minimal.
(iii) The point x is contained in a minimal subsystem.

Proof. The implication (ii)⇒(iii) is trivial and (iii)⇒(i) follows from Proposition
3.5, so we only need to prove (i)⇒(ii). Let U be an open set containing x, and
let F := orb+(x). Since x is almost periodic, there is N ∈ N such that T kx ∈⋃N
j=0 T

−jU ⊂ ⋃Nj=0 T
−jU for each k ∈ N. It follows that F ⊂ ⋃Nj=0 T

−jU . As a

consequence, for any y ∈ F there is j ∈ {0, . . . , N} with T jy ∈ U . This, being true
for every open neighbourhood U of x, implies x ∈ orb+(y) and orb+(x) = orb+(y).
Minimality of orb+(x) follows.

Here is a strong form of recurrence for points in minimal systems.

Proposition 3.7 (Almost periodic points in metrizable systems are recurrent). Let
(K,T ) be a topological system with metrizable K, and let x ∈ K be almost periodic.
Then x is recurrent, i.e., there is a subsequence (nk)k∈N in N such that Tnkx→ x
as k →∞.

We leave the proof as Exercise 3.4.

Proposition 3.8. Let (K,T ) be a topological system.

(a) Let (L, S) be another topological system and let π : (K,T )→ (L, S) be a homo-
morphism. If x ∈ K is almost periodic in (K,T ), then so is π(x) in (L, S).

(b) Suppose (L, T ) is a subsystem of (K,T ). If x ∈ L is almost periodic in (K,T ),
then it is almost periodic in (L, T ).

We leave the proof of this result again as Exercise 3.4.

Corollary 3.9. In a compact group rotation system (G, a) every point is almost
periodic.

Proof. The subgroup H := 〈a〉 provides the group rotation subsystem (H, a), which
is minimal by Proposition 3.2. This implies that 1 is almost periodic, thus for each
x ∈ K the homomorphic image x = ρx(1) is almost periodic.

The following result is known as Birkhoff’s Recurrence Theorem[6].

Theorem 3.10 (Birkhoff). Each topological system (K,T ) contains a minimal
subsystem and therefore an almost periodic point. In particular, if K is metrizable,
then it contains at least one recurrent point.

Proof. Consider the set F := {F : F ⊂ K closed, invariant, F 6= ∅}, which is
partially ordered by inclusion A ⊂ B. This partially ordered sets satisfies the
conditions of Zorn’s lemma, and therefore has a minimal element F , which provides
a minimal subsystem (F, T ). By Proposition 3.6, any point x ∈ F is almost periodic.
The rest follows from Proposition 3.7.

[6] G. D. Birkhoff, Quelques théorèmes sur le mouvement des systèmes dynamiques, S. M.
F. Bull. 40 (1912), 305–323.
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2. Invariant sets for measure-preserving systems

Because of the presence of null sets (which are anyway negligible), the whole
business of invariant sets for measure-preserving systems becomes somewhat more
subtle. We begin with some terminology.

Let (X,µ) be a probability space and A,B ⊂ X measurable. We say that A ⊂ B
up to a null set if µ(A \ B) = 0. Analogously, we say that A = B up to a null
set if µ(A4B) = 0, where A4B = (A \B)∪ (B \A) is the symmetric difference of
A and B. The simple inequality

(3.2) |µ(A)− µ(B)| ≤ µ(A4B)

will be very useful. Note that being equal up to a null set defines an equivalence
relation on measurable sets.

Definition 3.11 (Invariant sets). Let (X,µ, T ) be a measure-preserving system.
A measurable set A ⊂ X is called (T -)invariant if A = T−1A up to a null set.

Remark 3.12. By the measure-preserving property, a measurable set A is invariant
if and only if T−1(A) ⊂ A holds up to a null set, and this holds if and only if
A ⊂ T−1(A) holds up to a null set, see Exercise 3.7

The set of invariant sets is denoted by XT , and it is a sub-σ-algebra of the
underlying σ-algebra X (see Exercise 3.7), called the invariant sub-σ-algebra.
In particular, we have Ac ∈ XT if A ∈ XT . A non-trivial invariant set A thus gives
rise to two systems (X,µA/µ(A), T ) and (X,µAc/µ(Ac), T ), where for B ∈ X the
measure µB is defined by

µB(C) := µ(B ∩ C) for each C ∈ X .

Definition 3.13 (Ergodicity). The measure-preserving system (X,µ, T ), and also
the transformation T , are called ergodic if µ(A) ∈ {0, 1} holds for each invariant
set A ⊂ X.

In Lecture 1 we defined ergodicity via a fixed space condition. In Proposition 3.21
below we will show that this is equivalent to the previous definition.

We now present the first examples of ergodic (and non-ergodic) systems.

Example 3.14 (Finite systems). Let X be a finite set with the normalized counting
measure µ and let T : X → X be bijective. Then T is ergodic if and only if it is a
cyclic permutation.

Example 3.15 (Identity is (almost) never ergodic). Let (X,µ) be a probability
space. Then id : X → X is ergodic if and only if there is no measurable set A ⊂ X
with 0 < µ(A) < 1. This shows that, in contrary to the topological case where
every system contains a minimal subsystem, not every measure-theoretic system
has an ergodic subsystem. For example, ([0, 1], λ, id) has no ergodic subsystem.

An important class of ergodic transformations are (Bernoulli) shifts (cf. Ex-
ample 2.14). We need the following auxiliary result, for a proof see [5, Thm. 11.4
and Cor.].

Lemma 3.16. Let (X,X , µ) be a probability space and let E be an algebra of sets
and a generator of the σ-algebra X . Then for every set A ∈ X and for every ε > 0
there is B ∈ E such that µ(A4B) < ε.

Proposition 3.17 (Shifts are ergodic). Let (Y, ν) be a probability space. Both the
one-sided and the two-sided shift with state space (Y, ν) are ergodic.
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Proof. We consider only the case of one-sided shifts (X,µ, T ), the invertible case
being analogous. Let E be the algebra of finite unions of cylinder sets (which
generates the product σ-algebra X ). Let A ∈ X be an invariant set, let ε > 0 be
arbitrary, and let B ∈ E be such that µ(A4B) < ε (use Lemma 3.16). Then B is
of the form

B = BN × Y × Y · · · , where BN ⊂ Y N .
Note that T−nB = Y n ×BN × Y × Y · · · , so for every n > N we have

µ(B ∩ T−nB) = µ(B) · µ(T−nB) = µ(B)2

by the definition of the product measure. Thus we obtain by (3.2) for every n > N

|µ(A)− µ(A)2| ≤ |µ(A)− µ(B ∩ T−nB)|+ |µ(B ∩ T−nB)− µ(A)2|
≤ µ(A4(B ∩ T−nB)) + |µ(B)2 − µ(A)2|
≤ µ(A4B) + µ(A4T−nB) + |µ(B)2 − µ(A)2|
= µ(A4B) + µ(T−nA4T−nB) + |µ(B)2 − µ(A)2|
≤ 2ε+ |µ(B)2 − µ(A)2| ≤ 2ε+ 2|µ(A)− µ(B)| ≤ 4ε.

This, being true for every ε > 0, implies µ(A) = µ(A)2, hence µ(A) ∈ {0, 1}.

Proposition 3.18 (Characterization of ergodicity). For a measure-preserving sys-
tem (X,µ, T ) the following assertions are equivalent.

(i) The system is ergodic.
(ii) Every A ⊂ X with µ(A) > 0 satisfies⋂

k∈N0

⋃
n≥k

T−nA = X up to a null set.

(iii) Every A ⊂ X with µ(A) > 0 satisfies⋃
n∈N0

T−nA = X up to a null set.

(iv) For each pair of sets A,B ⊂ X with µ(A), µ(B) > 0 there is n ∈ N with

µ(T−nA ∩B) > 0.

Proof. Suppose (i) and µ(A) > 0. For k ∈ N0 define Ak :=
⋃
n≥k T

−nA. Then

T−1(Ak) = Ak+1 ⊂ Ak and thereforeAk is an invariant set with µ(Ak) ≥ µ(T−kA) =
µ(A) > 0. The assumption implies µ(Ak) = 1, and by intersecting µ(

⋂
k∈NAk) = 1,

i.e., (ii) follows. The implication (ii)⇒(iii) is trivial.

Assume (iii) and let B ⊂ X be measurable satisfying µ(T−nA ∩ B) = 0 for
each n ∈ N. For k = 0, 1 let again Ak :=

⋃
n≥k T

−nA. Since T−1A0 = A1 ⊂ A0, it
follows that A0 = A1 up to a null set. We obtain

0 = µ

(⋃
n∈N

(B ∩ T−nA)

)
= µ(B ∩A1) = µ(B ∩A0) = µ(B ∩X) = µ(B),

proving (iv).

To see the implication (iv)⇒(i) take B := Ac in (iv) for an invariant set A ⊂ X, to
conclude that µ(A) ∈ {0, 1}.

Remark 3.19. Condition (iii) in the above characterization means that almost
every x ∈ X visits every set A with positive measure at least once, and condition
(ii) means that almost every x ∈ X visits such A infinitely often.
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Example 3.20 (Recurrence in random literature). We now discuss a concrete
consequence of Proposition 3.18 which might appear somewhat counterintuitive
at the first glance. Imagine someone typing randomly on a typewriter which has
90 different typesetting symbols. The work starts now. This can be modeled by
the one-sided Bernoulli shift B(1/90, . . . , 1/90) which is ergodic by Proposition
3.17. An infinite piece of literature is then described by each of the sequences
x ∈ {0, . . . , 89}N. Some of these sequences correspond to total nonsense, others
contain poems of Goethe, romans of Joyce (or your favorite book), yet another
contain some digits of π, or a mixture of these, etc. Let a1a2 · · · aN be the random
text that can be seen in the background of the poster of this Internet Seminar.
Since the cylinder set

A :=
{
x ∈ {0, . . . , 89}N : x1 = a1, . . . , xN = aN

}
has positive measure (precisely 1/90N ), we see, by Proposition 3.18, that almost
every x ∈ {0, . . . , 89}N visits A infinitely many times under the shift-dynamics,
meaning that the announcement of this Internet Seminar occurs in almost every
infinite word infinitely often. This means that the person will almost surely type the
poster infinitely often. (The poster was, however, produced by different methods.)
What changes (and what does it mean for the typist) if we replace here the one-sided
Bernoulli shift by a two-sided one?

3. Koopman operator and ergodicity

For a linear operator S : V → V on a vector space V we defined the fixed
space by

Fix(S) := {f ∈ V : Sf = f},
and call each f ∈ Fix(S) invariant under S. Note that for a measure-preserving
system, constant functions are always invariant under the Koopman operator.

Proposition 3.21 (Ergodicity via invariant functions). Let (X,µ, T ) be a measure-
preserving system and let p ∈ [1,∞). The Koopman operator on L0(X,µ) is also
denoted by T . The following assertions are equivalent.

(i) The system (X,µ, T ) is ergodic.
(ii) If f : X → C is measurable with f = f ◦ T µ-a.e., then there is c ∈ C such

that f = c1 µ-a.e.
(iii) Every invariant function f ∈ Lp(X,µ) is constant.
(iv) Every invariant function f ∈ L∞(X,µ) is constant.

Proof. (i)⇒(ii): Let f : X → C be measurable with Tf = f µ-a.e., and assume
without loss of generality that f is real-valued (otherwise we pass to the real and
imaginary parts). For k ∈ Z and n ∈ N0 define the measurable set

Ak,n := [ k2n ≤ f < k+1
2n ].

This set is T -invariant, and thus either µ(Ak,n) = 0, or µ(Ak,n) = 1 by (i). Since for
each fixed n ∈ N0 the sets Ak,n are pairwise disjoint for k ∈ Z with

⋃
k∈ZAk,n = X,

there is precisely one k(n) ∈ Z with µ(Ak(n),n) = 1. Then the set

Z :=
⋂
n∈N0

Ak(n),n

has full measure, and for x, y ∈ Z we have |f(x) − f(y)| ≤ 1/2n for every n ∈ N,
i.e., f(x) = f(y).

The implications (ii)⇒(iii)⇒(iv) are trivial. So it remains to prove (i) assuming
(iv). Let A ⊂ X be invariant. We have T1A = 1T−1A = 1A, i.e., the function 1A
is invariant under T . By (iv), 1A must be constant, so that µ(A) ∈ {0, 1}.
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The study of the ergodicity of torus rotations becomes now very easy.

Proposition 3.22. The torus rotation (Td,md, a) with a = (a1, . . . , ad) ∈ Td is
ergodic if and only if a1, . . . , ad are rationally independent, i.e., satisfy(

(n1, . . . , nd) ∈ Zd and an1
1 an2

2 · · · andd = 1
)

=⇒ n1 = n2 = · · · = nd = 0.

Proof. The monomials zn with n = (n1, . . . , nd) ∈ Zd given by zn(z1, . . . , zd) :=
zn1

1 · · · zndd form an orthonormal system in L2(Td,md) and, by Proposition 1.9, even
an orthonormal basis. Let f be an invariant function of the Koopman operator T
on L2(Td,md). Then expanding f with respect to the orthonormal basis leads to∑

n∈Zd
bnzn = f = Tf =

∑
n∈Zd

anbnzn,

as an L2(Td,md)-convergent series, where an := an1
1 · · · andd . By comparing the

coefficients we obtain bn = anbn for every n ∈ Zd.
If f 6∈ C1 = Cz0, then there is n ∈ Zd \ {0} with bn 6= 0, implying 1 = an =

an1
1 · · · andd . This proves that in case of rational independence, Fix(T ) = C1, and

ergodicity follows by Proposition 3.21.
For the converse implication, assume that a1, . . . , ad satisfy an1

1 · · · andd = 1
with n = (n1, . . . , nd) 6= (0, . . . , 0). Then the corresponding monomial zn is not
constant and satisfies Tzn = zn, implying that the system (X,µ, T ) is not ergodic
by Proposition 3.21.

The following gives information on the spectrum of the Koopman operator of
an ergodic system. Recall for a vector space V and a linear operator S : V → V
the notation

Pσ(S) :=
{
λ ∈ C : Sf = λf for some f ∈ V \ {0}

}
for the set of eigenvalues of S, called the point spectrum of S.

Proposition 3.23 (Point spectrum of the Koopman operator for ergodic systems).
Let (X,µ, T ) be an ergodic measure-preserving system, and let T denote the Koop-
man operator on L0(X,µ). Then the set Pσ(T ) ∩ T of unimodular eigenvalues
is a subgroup of T, each such eigenvalue has one-dimensional eigenspace, and a
corresponding eigenfunction can be taken unimodular.

Since constant functions are always T -invariant, 1 ∈ Pσ(T ) and, in particular,
Pσ(T ) 6= ∅.

Proof. Let λ ∈ Pσ(T )∩T with corresponding eigenfunction f . Since |f◦T | = |f |◦T ,
we have that |f | ∈ Fix(T ), so that, by ergodicity and by Proposition 3.21, |f | is a
non-zero constant. Hence after scaling f can be taken to be unimodular.

Let µ ∈ Pσ(T )∩T have an eigenfunction g which, together with f , is assumed
to be unimodular. By the algebraic properties of the Koopman operator (see Propo-

sition 2.22) we obtain that T (fg) = T (f)T (g) = (λµ)fg. Since fg is unimodular
and hence non-zero, it is an eigenfunction to the eigenvalue λµ. If µ = λ, ergodicity
yields fg = c1 for some c ∈ T, i.e., f = cg, showing the one-dimensionality of the
eigenspace. Moreover, we see that for λ, µ ∈ Pσ(T ) ∩ T also µ and λµ belong to
Pσ(T ) ∩ T, i.e., this set is subgroup of T.

4. More on invariant measures for topological systems

We now study the relation between topological and measure-preserving systems
from the point of view of ergodicity properties. For this purpose we introduce the
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notion of absolute continuity with two central results, namely Lebesgue’s decom-
position and the Radon–Nikodym theorem. For details we refer to Rudin’s book
[97, 6.7–6.14].

Let (X,X ) be a measurable space, let µ ∈ M(X,X ) be a positive measure, and
f ∈ L1(X,X , µ) =: L1(µ). Then the measure ν defined for A ∈ X by

ν(A) :=

∫
A

f dµ

satisfies ν(A) = 0 whenever µ(A) = 0. We use the notation f · µ fo this measure ν.
The proof of the following lemma is a routine exercise, see, e.g., [97, Thm. 1.29]

Lemma 3.24. If µ ∈ M(X,X ) is a positive measure and ν = f · µ for some
f ∈ L1(µ), then for every bounded (or positive) measurable function g : X → C∫

X

g dν =

∫
X

gf dµ.

Definition 3.25. (a) Let µ, ν ∈ M(X,X ) be two positive measures. If each µ-null
set is at the same time a ν-null set, then ν is said to be absolutely continuous
with respect to µ. We denote this by writing ν << µ. If additionally µ << ν,
then we call the measures µ and ν equivalent, denoted by µ ' ν.

(b) Let µ, ν ∈ M(X,X ) be two complex measures. We say that ν is absolutely
continuous with respect to µ if |ν| << |µ|.

(c) A pair of complex measures µ, ν ∈ M(X,X ) is called (mutually) singular if
there is a set A ∈ X with |µ|(A) = |ν|(Ac) = 0. We denote this relation by
writing µ ⊥ ν.

We see that the measure f · µ from the above is absolutely continuous with
respect to µ.

Theorem 3.26 (Lebesgue decomposition & Radon–Nikodym theorem). Let ν, µ ∈
M(X,X ) and let µ be positive.

(a) There are unique measures νa and νs with νs ⊥ µ, νa << µ and ν = νa + νs.
(b) There is f ∈ L1(µ) such that νa = f · µ, i.e.

νa(A) =

∫
A

f dµ for each A ∈ X .

Moreover, if ν is positive, then so are νa, νs and f .

If ν << µ, then νs = 0 in part (a), so that ν = f · µ. The function f is called
the Radon–Nikodym derivative of ν with respect to µ.

We now come return to topological systems and take closer look invariant
measure. Let (K,T ) be a topological system. Let M1(K,T ) be the set of T -
invariant regular, Borel, probability measures. By the Krylov–Bogoljubov theorem
(see Lecture 2) M1(K,T ) is non-empty. An invariant, probability measure µ ∈
M1(K,T ) is called ergodic if (K,B(K), µ, T ) is an ergodic measure-preserving
system.

Proposition 3.27 (Ergodicity of invariant measures). Let (K,T ) be a topological
system and let µ, ν ∈ M1(K,T ).

(a) If µ is ergodic and ν << µ, then µ = ν.
(b) If µ 6= ν and both are ergodic, then they are mutually singular.
(c) The measure µ ∈ M1(K,T ) is ergodic if and only if µ is an extreme point of

the (weak∗ compact, convex) set M1(K,T ).
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Proof. (a) Since ν << µ there is f ∈ L1(µ) with f ≥ 0 and ν = f ·µ (Theorem 3.26).
We prove that f = 1 in L1(µ). We show first that A := [f < 1] is an invariant set
for (K,µ, T ). To see this we compute∫
A∩T−1A

f dµ+

∫
A\T−1A

f dµ = ν(A) = ν(T−1A) =

∫
A∩T−1A

f dµ+

∫
T−1A\A

f dµ.

As a consequence we obtain

(3.3)

∫
A\T−1A

f dµ =

∫
T−1A\A

f dµ.

Since A \ T−1A ⊂ [f < 1], T−1A \A ⊂ [f ≥ 1] and

µ(A \ T−1A) = µ(A)− µ(A ∩ T−1A) = µ(T−1A)− µ(A ∩ T−1A) = µ(T−1A \A),

we conclude from (3.3) that µ(A \ T−1A) = 0 = µ(T−1A \A), implying A = T−1A
up to a µ-null set, and the invariance of A is proven.

By ergodicity of µ we have µ(A) ∈ {0, 1}. If µ(A) = 1 were true, then the
inequality ν(X) =

∫
X
f dµ =

∫
A
f dµ < µ(A) = 1 would provide a contradiction.

Thus µ(A) = 0 must hold, meaning that f ≥ 1 µ-almost everywhere. Since ν = f ·µ
is a probability measure, we conclude f = 1 µ-almost everywhere.

(b) By the Lebesgue decomposition ν = νa + νs holds with uniquely determined
positive measures νa, νs such that νa << µ and νs ⊥ µ. Since ν = T∗ν = T∗νa +
T∗νs and T∗νa << T∗µ = µ, T∗νs ⊥ T∗µ = µ, the uniqueness of the Lebesgue
decomposition implies T∗νa = νa. Therefore νa is an invariant measure with νa <<
µ. If νa = 0, then ν = νs ⊥ µ, and we are done. If νa 6= 0, the probability measure
νa/‖νa‖ is absolutely continuous with respect to µ, so by part (a) νa/‖νa‖ = µ.
This implies µ << νa ≤ ν. Since also ν is ergodic, this implies again by part (a)
µ = ν.

(c) That M1(K,T ) is convex and weak∗ compact is left as Exercise 3.9. Let
µ ∈ M1(K,T ) and let A be an invariant set of (K,µ, T ). Then also Ac is T -
invariant. If µ(A) ∈ (0, 1), then both µA/µ(A) and µAc/µ(Ac) are T -invariant,
probability measures, and µ is a non-trivial convex combination of these, show-
ing µ 6∈ Ex(M1(K,T )). Conversely, suppose that (K,µ, T ) is ergodic and µ =
(1 − t)µ1 + tµ2 for some t ∈ (0, 1) and µ1, µ2 ∈ M1(K,T ). Then µ1 << µ, so from
part (a) we deduce µ1 = µ, and hence µ2 = µ.

Remark 3.28. By the Krein–Milman theorem, see Lecture 1, Ex(M1(K,T )) is
non-empty, i.e., there is always an ergodic measure µ ∈ M1(K,T ). Furthermore,
we see that M1(K,T ) is a singleton if and only if there is a unique ergodic measure
µ ∈ M1(K,T ). In the latter case we call the topological system (K,T ) uniquely
ergodic.

Next we connect invariant measures and invariant sets for topological systems.

Proposition 3.29 (Invariant measures versus invariant sets). Let (K,T ) be a topo-
logical system.

(a) For µ ∈ M1(K,T ) we have T supp(µ) = supp(µ). In particular, supp(µ) is a
closed, invariant set in the topological system (K,T ).

(b) Let L ⊂ K be a closed, invariant set. Then there is an ergodic measure µ ∈
M1(K,T ) with supp(µ) ⊂ L.

(c) The system (K,T ) is minimal if and only if supp(µ) = K for every ergodic
µ ∈ M1(K,T ).
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Proof. (a) We first prove that T supp(µ) ⊂ supp(µ). Let y ∈ T supp(µ) and let U be
an open set with y ∈ U . Then there is x ∈ supp(µ) with Tx = y, and by continuity
there is an open set V with x ∈ V and TV ⊂ U . Since V ⊂ T−1(TV ) ⊂ T−1U
and by the definition of the support, we obtain 0 < µ(V ) ≤ µ(T−1U) = µ(U). It
follows that y ∈ supp(µ).

To see the converse inclusion supp(µ) ⊂ T supp(µ) let f ∈ C(K) vanish on the
compact set T supp(µ) but otherwise arbitrary. Then∫

K

f dµ =

∫
K

f dT∗µ =

∫
K

f ◦ T dµ =

∫
supp(µ)

f ◦ T dµ = 0.

By Proposition 1.12 we obtain that supp(µ) ⊂ T supp(µ).

(b) By Remark 3.28 there is an ergodic ν ∈ M1(L, T ). For B ∈ B(K) define
µ(B) := ν(B ∩ L). Then µ ∈ M1(K,T ) (why?) and supp(µ) ⊂ L. To show that µ
is ergodic, let A ⊂ K be an invariant set for (K,µ, T ). Then 0 = µ(A \ T−1A) =
ν((A ∩ L) \ (T−1(A ∩ L))). The ergodicity of ν implies µ(A) = ν(A ∩ L) ∈ {0, 1}.
(c) To show that under the asserted condition (K,T ) is minimal we can apply part
(b). Conversely, suppose that (K,T ) is minimal. Then by part (a) supp(µ) = K
must hold for every invariant, in particular, for every ergodic measure µ.

We finish this lecture with a higher-dimensional analogue of Kronecker’s theo-
rem. We present a proof motivated by what has been said in Lecture 1.

Proposition 3.30. For a ∈ Td consider the torus rotation (Td, a), and denote its
Koopman operator on C(Td) by La. Then for each f ∈ C(Td) the limit

lim
N→∞

1

N

N−1∑
n=0

Lnaf

exists in C(Td). If a1, . . . , ad are rationally independent, then the limit equals∫
Td f dmd · 1.

Proof. For N ∈ N let AN := 1
N

∑N−1
n=0 L

n
a . Then AN ∈ L (C(Td)) with ‖AN‖ ≤ 1

for each N ∈ N. Therefore, it suffices to prove the convergence of ANf for f in the
dense subspace P(Td) of trigonometric polynomials (cf. Exercise 1.3). We may also
restrict our attention to trigonometric monomials zm, where m ∈ Zd. We then have
Laz

m = am1
1 · · · amdd · zm. If b := am1

1 · · · amdd = 1, we readily see that ANzm = zm

for each N ∈ N. Otherwise we obtain

ANzm =
1

N

N−1∑
n=0

bnzm =
1

N

bN − 1

b− 1
zm → 0 as N →∞.

The last assertion follows by linearity and by the above calculation, since in the
case of rational independence for every m ∈ Zd \ {0} the limit of ANzm equals
0 =

∫
Td zm dmd · 1, and the limit of ANz0 = 1 the limit equals 1.

As a corollary we obtain the promised result.

Theorem 3.31 (Kronecker). The torus rotation (Td, a) with a = (a1, . . . , ad) ∈ Td
is minimal if and only if a1, . . . , ad are rationally independent. In this case (Td, a) is
uniquely ergodic, and the Haar measure is the unique (ergodic) invariant measure.

Proof. If am1
1 · · · amdd = 1 for some m ∈ Zd \ {0}, then

F := {z ∈ Td : zm1
1 · · · zmdd = 1}

is a non-trivial, closed, invariant set. Therefore (Td, a) is not minimal.
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Conversely, suppose am1
1 · · · amdd 6= 1 for each m 6= 0. Proposition 3.22 and the

hypothesis yield that md is an ergodic measure for (Td, a). Let µ ∈ M1(Td, a) be any
ergodic measure. By the previous proposition and by the dominated convergence
theorem 〈f, µ〉 = 〈ANf, µ〉 → 〈f,md〉〈1, µ〉 = 〈f,md〉 as N → ∞ for every f ∈
C(Td). This implies µ = md. Since supp(md) = Td, Proposition 3.29 yields that
(Td, a) is minimal.

The following characterization can be proven analogously to the handled special
case of Td using more theory of compact, abelian groups, see, e.g., [36, Thm. 10.13
and Prop. 14.21].

Theorem 3.32 (Ergodicity and minimality for rotations). Let (G, a) be a rotation
system. Then the following assertions are equivalent.

(i) (G, a) is minimal.
(ii) (G,mG, a) is ergodic.
(iii) {an : n ∈ N0} is dense in G.

In this case, G is abelian, (G, a) is uniquely ergodic, and mG is the unique invariant
probability measure.

Exercises

Exercise 3.1 (Invariant sets). Let (K,T ) be an invertible topological system and
let A ⊂ K be a non-empty, closed, invariant set. Show that there exists a non-
empty, closed, two-sided invariant set B ⊂ A.

Exercise 3.2 (Minimality). Prove the characterization of minimality via the orbits
as explained in Remark 3.1.

Exercise 3.3 (Group rotations). Prove that if a group rotation (G, a) is minimal,
then G is abelian. Is the converse true?

Exercise 3.4. Prove Propositions 3.7 and 3.8.

Exercise 3.5 (Periodic points). Let (K,T ) be a topological system. A point
x ∈ K is called periodic in (K,T ) if there is p ∈ N such that T px = x. Show that
a periodic point is almost periodic. Is the converse true?

Exercise 3.6. Consider the compact space K = {0, 1}N and the one-sided, shift
system (K,T ) from Example 2.24.

(a) Prove that a point x ∈ K is almost periodic if and only if for each finite subword
y of x there is ` ∈ N such that the gap between each two subsequent occurrences
of y is of length at most `.

(b) Give an example of an almost periodic but not periodic point x ∈ K (cf.
Exercise 3.5).

(c) Give an example of a point x ∈ K which is recurrent but not almost periodic
(cf. Proposition 3.7).

Exercise 3.7 (Invariant sets). Let (X,µ, T ) be a measure-preserving system. Prove
that a set A ∈ X is invariant if and only if A ⊂ T−1A up to a null set, and if and
only if T−1A ⊂ A up to a null set. Prove that the T -invariant sets form a σ-algebra.

Exercise 3.8 (Ergodicity). Prove that a measure-preserving system (X,µ, T ) is
ergodic if and only if each measurable set A ⊂ X with T−1A = A satisfies µ(A) ∈
{0, 1}.
Exercise 3.9 (Invariant measures). Let (K,T ) be a topological system. Show that
M1(K,T ) of all T -invariant regular, Borel, probability measures on K is a convex
and weak∗ compact subset of M(K).
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Exercise 3.10 (Rotations on the unit disc). Consider the closed unit disc D := {z ∈
C : |z| ≤ 1}, and let a ∈ T be not a root of unity. The rotation τa : D→ D, z 7→ az
is continuous, and gives rise to the invertible topological system (D, τa). Describe
all closed, τa-invariant sets, all invariant probability measures, and determine the
ergodic ones. Can you give a relation between Proposition 1.14(c) and Proposition
3.27(c) in this situation?



LECTURE 4

Fourier transform of measures

In this lecture we study the Banach space M(T) of complex, Borel measures on
the torus in more detail, and for this purpose we introduce the Fourier transform
as a fundamental and extremely powerful tool.

1. Fourier transform

Recall that for n ∈ Z the function zn : T → T is defined by z 7→ zn and
the linear combinations of such functions, the trigonometric polynomials, form a
dense subspace of C(T) (see Corollary 1.9), and hence of L2(T, µ) for each positive
measure µ ∈ M(T). Recall also the following estimate for a measure µ ∈ M(T) and
f ∈ L1(T, |µ|) ∣∣∣∫

T

f dµ
∣∣∣ ≤ ∫

T

|f | d|µ| ≤ ‖f‖L1(T,|µ|).

Definition 4.1. Let µ ∈ M(T), and let n ∈ Z. We call

µ̂(n) :=

∫
T

z−n dµ

the nth Fourier coefficient of µ. The sequence µ̂ = (µ̂(n))n∈Z is called the
Fourier transform of µ, and the mapping F : µ 7→ µ̂ the Fourier transform.

Proposition 4.2. The Fourier transform F : M(T) → `∞(Z) is an injective,
linear contraction.

Proof. It is clear that F : M(T) → CZ is linear. For each n ∈ Z we have |µ̂(n)| ≤
〈|z−n|, |µ|〉 ≤ |µ|(T) = ‖µ‖, so F maps into `∞(Z) and it is a contraction. To
show injectivity, suppose µ̂(n) = 0 for each n ∈ Z. Then 〈p, µ〉 = 0 holds for
every trigonometric polynomial p ∈ P(T). Since P(T) is dense in C(T), we obtain
µ = 0.

Before we relate the Fourier transform of measures to the Fourier transform of
functions, we record here the following general fact that will be needed also in the
later lectures (see [97, Thms. 6.9–6.13]).

Proposition 4.3. Let X be a set, let X be a σ-algebra over X, let µ ∈ M(X,X )
be a complex measure, and let f ∈ L1(X, |µ|). For A ∈ X define

ν(A) :=

∫
A

f dµ.

Then the following assertions hold.

(a) ν is a complex measure which is absolutely continuous with respect to µ. We
use the notation f · µ for this measure ν.

(b) For every bounded measurable function g : X → C∫
X

g dν =

∫
X

gf dµ.

41
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The same assertion holds for each g : X → C with fg ∈ L1(X, |µ|).
(c) There is a Borel measurable function h : X → T such that µ = h · |µ|. This is

called the polar decomposition of µ. Moreover, we have |µ| = h · µ.
(d) The total variations satisfy |ν| = |f | · |µ|. In particular, ‖ν‖ = ‖f‖L1(X,|µ|).

(e) Suppose µ ∈ M(X,X ) is a positive measure. The mapping Jµ : L1(X,µ) →
M(X,X ), Jµf := f ·µ is a linear isometry preserving the modulus, i.e., Jµ|f | =
|f · µ|. Moreover, f is real-valued if and only if Jµf is a signed measure, and
f ≥ 0 if and only if f · µ is a positive measure.

If we identify L1(T,m) with a closed subspace of M(T) (under the isometry Jm

from the previous proposition, where m is the Haar measure on T) we get back the
classical definition of the Fourier transform of L1-functions given by

f̂(n) =

∫
T

fz−n dm for f ∈ L1(T,m) and n ∈ Z,

or, in a more familiar way (after identifying [0, 1) with addition mod 1 with T, cf.
Example 2.11),

f̂(n) =

∫
[0,1]

f(s)e−2πins ds for f ∈ L1([0, 1], λ) and n ∈ Z.

Thus Definition 4.1 consistently extends the notion of Fourier transform of func-
tions. Since (zn)n∈Z is an orthonormal basis in L2(T,m), we immediately obtain
the following important fact, which we record here for completeness.

Proposition 4.4 (Parseval’s identity). The Fourier transform F : L2(T,m) →
`2(Z) is a unitary operator.

Next come some basic computational rules for the Fourier transform, see Ex-
ercise 4.1.

Proposition 4.5 (Properties of the Fourier transform). Let µ, ν ∈ M(T).

(a) For the rotation τa : T → T by a ∈ T we have (̂τa)∗µ(n) = a−nµ̂(n) for every
n ∈ Z.

(b) For m,n ∈ Z we have ẑm · µ(n) = µ̂(n−m).
(c) For n ∈ Z we have µ̂(n) = µ̂(−n), where µ is the complex conjugate of the

measure µ.

Our next aim is to study the asymptotic behavior of the sequence (µ̂(n))n∈Z.
A measure µ ∈ M(T) is called Rajchman if

lim
|n|→∞

µ̂(n) = 0.

For example, for f ∈ L2(T,m) the measure f ·m is Rajchman by, e.g., Parseval’s
identity. Rajchman measures form a closed subspace of M(T), see Exercise 4.2.

Proposition 4.6. Let µ ∈ M(T) be a Rajchman measure. Then every ν ∈ M(T)
with ν << µ is a Rajchman measure.

Proof. Since µ is a Rajchman measure, so is the measure zk · µ for each fixed
k ∈ Z (see Proposition 4.5). As a consequence, p · µ is a Rajchman measure for
each trigonometric polynomial p ∈ P(T). Since ν << |µ|, by the Radon–Nikodym
theorem (Theorem 3.26), we can write ν = g · |µ| for some g ∈ L1(T, |µ|). We
have the polar decomposition µ = h · |µ| for some measurable h : T → T, so that
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ν = gh · µ. For f := gh and for every trigonometric polynomial p we have

lim sup
|n|→∞

∣∣F (f · µ)(n)
∣∣ ≤ lim sup

|n|→∞

∣∣F ((f − p) · µ)(n)
∣∣ ≤ ‖F ((f − p) · µ)‖∞

≤ ‖f − p‖L1(T,|µ|).

With an appropriate choice of p ∈ P(T) the term ‖f − p‖L1(T,|µ|) can be made
arbitrarily small. This proves the assertion.

Since m is a Rajchman measure (why?), we obtain the classical Riemann–
Lebesgue Lemma stating that all measures µ ∈ M(T) which are absolutely contin-
uous with respect to m are Rajchman.

Theorem 4.7 (Riemann–Lebesgue Lemma). For f ∈ L1(T,m) we have

lim
|n|→∞

f̂(n) = 0.

Remark 4.8. Since µ, µ are equivalent measures, and since µ̂(−n) = µ̂(n) for
each n ∈ Z, the proof of Proposition 4.6 yields (considering lim supn→∞ instead of
lim sup|n|→∞) that

µ is Rajchman ⇐⇒ lim
n→∞

µ̂(n) = 0 ⇐⇒ lim
n→−∞

µ̂(n) = 0.

2. Discrete and continuous measures

The Fourier transform of a measure µ ∈ M(T) is very useful when studying
qualitative properties of µ. The following is an elementary example for this.

Proposition 4.9. For µ ∈ M(T)

lim
N→∞

1

N

N−1∑
n=0

µ̂(n) = µ({1}).

Proof. The assertion follows from the formula
∑N−1
n=0 z

n = zN−1
z−1 for z 6= 1, and

from Lebesgue’s theorem.

Therefore, the limit of arithmetic averages of the Fourier coefficients of µ tell
us whether µ contains δ1 as a component. As we shall see shortly, with similar
arguments we can see from the Fourier coefficients whether µ vanishes on each at
most countable set. We give a name to this latter property.

Definition 4.10. A measure µ ∈ M(T) is called continuous if µ{a} = 0 for each
a ∈ T, i.e., if µ vanishes on each at most countable set (from now on we use the
abbreviation µ{a} for µ({a})). A measure µ ∈ M(T) is called discrete if there is
an at most countable set A ⊂ T and a function c : A→ C \ {0} such that

µ =
∑
a∈A

caδa.

In this case, the elements of A are called atoms of µ. The series here is uncondi-
tionally convergent in M(T).

A measure which is continuous and discrete at the same time is identically 0.
The following decomposition is classical and will be of extreme importance in the
next lecture.

Proposition 4.11 (Continuous–discrete decomposition). (a) The subsets

Mc(T) := {µ : µ ∈ M(T) is continuous}
Md(T) := {µ : µ ∈ M(T) is discrete}and

are closed subspaces of M(T).
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(b) For each µ ∈ M(T) there is a unique continuous measure µc and a unique
discrete measure µd such that µ = µc + µd. Moreover, we have

‖µd‖ = |µd|(T) =
∑
a∈T
|µ{a}|.

Proof. (a) The proof is left as Exercise 4.5.

(b) For µ ∈ M(T) the set A := {a : a ∈ T, µ{a} 6= 0} is at most countable. The
measure µd :=

∑
a∈A µ{a}δa is discrete, and µc = µ−µd is continuous. Uniqueness

follows from part (a).

The following result of Wiener connecting continuity of a measure µ to the
asymptotic behavior of µ̂, has an elementary proof and, as we shall see, a number
of important applications.

Proposition 4.12 (Wiener’s Lemma). For µ ∈ M(T)

(4.1) lim
N→∞

1

N

N−1∑
n=0

|µ̂(n)|2 =
∑
a∈T
|µ{a}|2.

In particular, µ is continuous if and only if

lim
N→∞

1

N

N−1∑
n=0

|µ̂(n)|2 = 0.

Proof. Let ∆ = {(z, z) : z ∈ T} ⊂ T × T be the diagonal. Fubini’s theorem and
Lebesgue’s dominated convergence theorem imply

1

N

N−1∑
n=0

|µ̂(n)|2 =
1

N

N−1∑
n=0

∫
T

z−n dµ(z)

∫
T

w−n dµ(w)

=

∫
T×T

1

N

N−1∑
n=0

(zw)−n d(µ⊗ µ)(z, w)

=

∫
∆

1 d(µ⊗ µ)(z, w) +

∫
∆c

1

N

(zw)−N − 1

zw − 1
d(µ⊗ µ)(z, w)

→
∫

T×T

1∆ d(µ⊗ µ)(z, w) as N →∞

=

∫
T

∫
T

1{w}(z) dµ(z)

 dµ(w) =

∫
T

µ{w} dµ(w) =
∑
a∈T
|µ{a}|2.

The final assertion follows directly from (4.1).

A sequence (xn)n∈N0
in a Banach space E is called Cesàro convergent to x

if the arithmetic averages, or Cesàro averages,

1

N

N−1∑
n=0

xn converge to x as N →∞,

in this case x is called the Cesàro limit of the sequence. Thus for a continuous
measure µ the sequence (|µ̂(n)|2)n∈N0 is Cesàro convergent to 0. Here are some
elementary properties of Cesàro convergence, see Exercise 4.4.

Proposition 4.13 (Properties of the Cesàro limit). Let E be a Banach space and
let (xn)n∈N0

and (yn)n∈N0
be two sequences in E.

(a) The sequence (xn)n∈N0 has at most one Cesàro limit.
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(b) The Cesàro limit is shift invariant, i.e.,

lim
N→∞

1

N

N−1∑
n=0

xn = lim
N→∞

1

N

N∑
n=1

xn

holds whenever one of these limits exists.
(c) If (xn)n∈N0

is convergent to x, then it is Cesàro convergent to x.
(d) Suppose (xn)n∈N0

is a periodic sequence, i.e., one that satisfies xn = xn+m for
some m ∈ N and each n ∈ N0. Then (xn)n∈N0 is Cesàro convergent to

1

m

m−1∑
n=0

xn.

(e) Suppose that the sequences (λn)n∈N0 in C and (xn)n∈N0 are bounded, one of
them is convergent, the other one Cesàro convergent with respective limits λ
and x. Then (λnxn)n∈N0

is Cesàro convergent to λx.

For a Rajchman measure we have |µ̂(n)|2 → 0, so as a consequence we see that
every Rajchman measure µ ∈ M(T) is continuous. However, not every continuous
measure is Rajchman as the following example shows.

Example 4.14 (Cantor–Lebesgue measure). Consider the ternary Cantor set C ⊂
[0, 1] and the compact space K := {0, 1}N. Then

θ : K → C, (xn)n∈N 7→
∞∑
n=1

2xn
3n

is a homeomorphism. Consider the Bernoulli shift B(1/2, 1/2) on K with µ the
corresponding measure. Let S : C → C be given by Sx = 3x − b3xc, then S is
measurable, the push-forward measure θ∗µ is S-invariant and θ is an isomorphism
between the measure-preserving systems B(1/2, 1/2) and (C, θ∗µ, S). Now θ∗µ can
be extended to the Borel σ-algebra B([0, 1]) by 0 on subsets of [0, 1] \ C. This
extension is called the Cantor–Lebesgue measure and is denoted by µCL. By
construction supp(µCL) = C and it is easy to see that µCL is a continuous measure.
We can consider the push-forward of µCL under the map s 7→ e2πis, which is also
denoted by µCL. By Exercise 4.3 for each n ∈ Z

µ̂CL(n) = µ̂CL(3n).

Since µCL 6= m, there is n ∈ Z \ {0} such that µ̂CL(n) 6= 0. It follows that µCL is
not a Rajchman measure.

Every measure µ ∈ M(T) satisfies

lim
N→∞

1

N

N−1∑
n=0

|µ̂(n)|2 ≤ ‖µ̂‖2∞ ≤ ‖µ‖2.

Thus the case when we have equality here can be regarded as extremal.

Proposition 4.15. For a measure µ ∈ M(T) the following assertions are equiva-
lent.

(i) lim
N→∞

1
N

∑N−1
n=0 |µ̂(n)|2 = ‖µ‖2.

(ii) The support supp(µ) has at most one element, i.e., µ is a scalar multiple of
a Dirac measure.

Proof. (i)⇒(ii): The hypothesis and Proposition 4.12 yield

‖µ‖2 = lim
N→∞

1

N

N−1∑
n=0

|µ̂(n)|2 =
∑
a atom

|µ{a}|2 ≤ ‖µ‖
∑
a atom

|µ{a}| ≤ ‖µ‖2,
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implying |µ{a}|2 = ‖µ‖ · |µ{a}| or, equivalently, |µ{a}| ∈ {0, ‖µ‖} for every atom
a. We conclude that µ is a scalar multiple of a Dirac measure.

(ii)⇒(i) follows from a simple computation for µ = cδa

3. Upper and lower density

Let µ ∈ M(T) be a continuous measure. By Wiener’s Lemma, it is intuitively
clear that for a given number r > 0 the inequality |µ̂(n)| > r cannot hold for n
from a too large subset of Z. To understand what “too large” means here, and
to describe better in which sense the Fourier coefficients µ̂(n) converge to 0, we
introduce the following notions.

Definition 4.16. (a) The upper density d(A) of a subset A ⊂ N0 is

d(A) := lim sup
N→∞

|A ∩ {1, . . . , N}|
N

= lim sup
N→∞

|A ∩ {0, . . . , N − 1}|
N

,

where |B| denotes the number of elements in B (why does the second equality
hold?). Analogously, the lower density d(A) is defined by lim inf replacing
lim sup. Obviously, 0 ≤ d(A) ≤ d(A) ≤ 1. If d(A) = d(A), this common value
(given by the limit) is called the density of A.

(b) We say that a sequence (xn)n∈N in a topological space Ω converges in density
to x ∈ Ω if there is a subset J = {n1 < n2 < · · · } with density 1 and such that
xnj → x as j →∞. We denote this by writing

x = D- lim
n→∞

xn or xn
D→ x.

Here are some essential properties.

Proposition 4.17. (a) For each subset A ⊂ N0 we have d(Ac) = 1− d(A).
(b) For each pair of subsets A,B ⊂ N0

d(A ∪B) ≤ d(A) + d(B).

(c) For each pair of disjoint subsets A,B ⊂ N0

d(A ∪B) ≥ d(A) + d(B).

(d) If d(A) = 1, then for each B ⊂ N0

d(A ∩B) = d(B) and d(A ∩B) = d(B).

(e) If A1, . . . , Ak ⊂ N0 satisfy d(A1) = · · · = d(Ak) = 1, then d(A1 ∩ · · · ∩Ak) = 1.
(f) If Ak ⊂ N0 and d(Ak) = 1 for every k ∈ N, then there is a subset A ⊂ N such

that d(A) = 1 and for each k ∈ N the set A \Ak is finite.

Proof. The proof of (a)–(e) is left as Exercise 4.6.

(f) We may suppose by (e) that Ak+1 ⊂ Ak for every k ∈ N. By the hypothesis for
each k ∈ N there exists nk ∈ N such that

(4.2)
|Ak ∩ {1, . . . ,m}|

m
> 1− 1

k
for every m ≥ nk.

Moreover, we can assume that (nk)k∈N is strictly increasing. Define

A :=
⋂
k∈N

(
Ak ∪ {1, . . . , nk}

)
.

Then, of course, A \ Ak is finite for every k ∈ N. We claim that d(A) = 1. Set
n0 := 0 and let m ∈ N be arbitrary. Take k ∈ N0 such that nk < m ≤ nk+1.
Let x ∈ Ak ∩ {1, . . . ,m}, then, by monotonicity, x ∈ Aj ∩ {1, . . . ,m} for each j ∈
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{1, . . . , k}. On the other hand, for j > k we have x ∈ {1, . . . , nk+1} ⊂ {1, . . . , nj}.
Altogether we obtain x ∈ A ∩ {1, . . . ,m} and thus by (4.2)

|A ∩ {1, . . . ,m}|
m

≥ |Ak ∩ {1, . . . ,m}|
m

≥ 1− 1

k
.

It follows that d(A) = 1 implying d(A) = 1.

The next very useful result relates convergence of Cesàro averages and convergence
in density.

Proposition 4.18 (Koopman–von Neumann Lemma). (a) For a bounded sequence
(an)n∈N in [0,∞) the following are equivalent.

(i) D- lim
n→∞

an = 0.

(ii) lim
N→∞

1
N

∑N
n=1 an = 0.

(iii) lim
N→∞

1
N

∑N
n=1 a

2
n = 0.

(b) For a bounded sequence (bn)n∈N in (−∞, 1] the following are equivalent.
(i) D- lim

n→∞
bn = 1.

(ii) lim
N→∞

1
N

∑N
n=1 bn = 1.

Moreover, if bn ≥ 0 for each n ∈ N, then these assertions are equivalent to:

(iii) lim
N→∞

1
N

∑N
n=1 b

2
n = 1.

Proof. (a) We first prove the implication (i)⇒(ii). Let J ⊂ N have density 1 such
that limn→∞,n∈J an = 0. Let ε > 0 be arbitrary, and let N ∈ N be such that for
each n ∈ J with n ≥ N we have an ≤ ε. The following estimates hold for each such
n:

1

n

n∑
j=1

aj =
1

n

N∑
j=1

aj +
1

n

n∑
j=N+1

aj ≤ sup
i∈N

ai
N

n
+

1

n

n∑
j=N+1
j∈J

aj +
1

n

n∑
j=N+1
j 6∈J

aj

≤ sup
i∈N

ai
N

n
+ ε+ sup

i∈N
ai
|{1, . . . , n} \ J |

n
.

Taking lim supn→∞ of both sides, we obtain by using Proposition 4.17(a)

lim sup
n→∞

1

n

n∑
j=1

aj ≤ ε+ d(N \ J) = ε.

Since ε > 0 was arbitrary, the assertion follows.

(ii)⇒(i): For k ∈ N let Bk := {n ∈ N : an ≥ 1/k}. Then

|Bk ∩ {1, . . . , n}|
n

≤ 1

n

n∑
j=1

kaj → 0 as n→∞

by hypothesis. This means d(Bk) = 0 for each k ∈ N. By Proposition 4.17 (applied
to Ak = Bck) there is A ⊂ N with density 1 such that A∩Ak is finite for each k ∈ N,
implying lim

n→∞
n∈A

an = 0.

(i)⇔(iii) follows from (i)⇔(ii) since

D- lim
n→∞

an = 0 ⇐⇒ D- lim
n→∞

a2
n = 0.

(b) The equivalence (i)⇔(ii) follows from (a) by considering an := 1 − bn, while
(i)⇔(iii) can be proven by the same arguments as in part (a).

Returning to Fourier coefficients of measures we can state the following as an
immediate consequence of the previous discussion.
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Proposition 4.19. Let µ ∈ M(T) be a probability measure. Then the following
equivalences hold.

(a) D- lim
n→∞

|µ̂(n)| = 1 ⇐⇒ µ is a Dirac measure.

(b) D- lim
n→∞

|µ̂(n)| = 0 ⇐⇒ µ is continuous.

4. Positive definite sequences

We are now interested in whether a given complex sequence is a Fourier trans-
form of a positive measure. Of course, if so, the sequence needs to be bounded. The
following definition gives an additional property that such sequences must have.

Definition 4.20. A function c : Z → C (i.e., a sequence (c(n))n∈Z) is called
positive definite, if for all complex scalar sequences (xn)n∈N with finite support∑

i,j∈N
c(i− j)xixj ≥ 0.

A sequence (c(n))n∈Z is therefore positive definite if and only if for each N ∈ N
the matrix (c(i− j))Ni,j=1 is positive semidefinite. Some further elementary proper-
ties are listed in Exercise 4.9.

Example 4.21. The Fourier transform µ̂ of a positive measure µ ∈ M(T) is positive
definite. Indeed, for (xn)n∈N with finite support∑

i,j

µ̂(i− j)xixj =
∑
i,j

∫
T

zj−ixixj dµ =

∫
T

∑
i

z−ixi ·
∑
j

z−jxj dµ

=

∫
T

∣∣∣∑
k

zkxk

∣∣∣2 dµ ≥ 0.

Our ultimate aim is to show that each positive definite sequence is the Fourier
transform of a positive measure. For this we need some preparation, which takes
up the rest of this section.

Another class of positive definite sequences can be given using the convolution.
The convolution of two sequences a, b ∈ `1(Z) is the sequence a ∗ b defined by

(a ∗ b)(n) =
∑
k∈Z

a(n− k)b(k).

Note that for each n ∈ Z the previous series is absolutely convergent.

Example 4.22. For a ∈ `1(Z) let the sequence ã be defined by ã(j) := a(−j) for
j ∈ Z. Then a ∗ ã is positive definite. Indeed, by substituting k = l − j and then
by interchanging summation(!) we obtain for (xn)n∈N with finite support∑

i,j

(a ∗ ã)(i− j)xixj =
∑
i,j

∑
k

a(i− j − k)a(−k)xixj

=
∑
i,j

∑
l

a(i− l)xia(j − l)xj =
∑
l

∑
i

a(i− l)xi ·
∑
j

a(j − l)xj ≥ 0.

As a next step we prove that the product of positive definite sequences is
positive definite. For this some facts from linear algebra need to be recalled. The
Hadamard product A ◦ B of two complex matrices A = (aij) and B = (bij) of
the same dimension is given by

(A ◦B)ij = (aijbij).

Note that
(A,B) 7→ A ◦B is bilinear.

The proof of the following elementary result is left as Exercise 4.8.
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Lemma 4.23. Let A,B be complex n× 1-matrices, and let C,D be complex 1× k-
matrices. Then

(A ◦B)(C ◦D) = (AC) ◦ (BD).

Proposition 4.24 (Schur). The Hadamard product of complex positive semidefinite
quadratic matrices of the same dimension is positive semidefinite.

Proof. Let A,B be positive semidefinite N × N matrices, and let a1, . . . , aN ∈
CN and b1, . . . , bN ∈ CN be the pairwise orthogonal eigenvectors of A and B,
respectively, with corresponding eigenvalues α1, . . . , αN ≥ 0 and β1, . . . , βN ≥ 0.
We can write

A =

N∑
j=1

αjaja
>
j and B =

N∑
k=1

βkbkb
>
k .

Therefore, by Lemma 4.23 and by bilinearity it follows that

A ◦B =

N∑
j,k=1

αjβk(aja
>
j ) ◦ (bkb

>
k ) =

N∑
j,k=1

αjβk(aj ◦ bk)(aj ◦ bk)>,

proving the statement.

An immediate consequence of Schur’s theorem is the following fundamental result.

Proposition 4.25. The coordinatewise product of positive definite sequences is
again positive definite.

We can now prove the promised result.

Theorem 4.26 (Bochner–Herglotz). A sequence c = (c(k))k∈Z in C is positive
definite if and only if it is the Fourier transform of a positive measure µ on T, i.e.,

µ̂(k) = c(k) for each k ∈ Z.

Proof. One implication is already known. For the other suppose that c is a posi-
tive definite sequence. For n ∈ N consider the characteristic sequences 1[0,n) and
1(−n,0] of the intervals [0, n) := {0, . . . , n − 1} ⊂ Z and (−n, 0] = {−n + 1, . . . , 0},
respectively. Then by Example 4.22 and Proposition 4.25 the sequence an =
1
n1[0,n) ∗ 1−(n,0] · c is positive definite. For fixed k ∈ Z we obviously have

an(k) = c(k) max
{

1− |k|n , 0
}
→ c(k) as n→∞.

Clearly, an = (an(k))k∈Z has support in {−n, . . . , 0, . . . , n}, so that

hn :=
∑
k

an(k)zk

is a trigonometric polynomial. We first claim that it is positive. Let n ∈ N be fixed.
For z ∈ T and N ∈ N with N ≥ n we have by positive definiteness

0 ≤ 1

N

N∑
i=1

N∑
j=1

an(i− j)zizj =
1

N

N∑
i=1

N∑
j=1

an(i− j)zi−j

=
1

N

N∑
k=−N

an(k)zk
(
N − |k|

)
=

n∑
k=−n

an(k)zk
(

1− |k|
N

)
,

and here the right-hand side converges to hn(z) as N →∞.
We now consider the measures µn := hn ·m. By Proposition 4.3

‖µn‖ =

∫
T

|hn| dm =

∫
T

hn dm = an(0) = c(0),
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so that, by Proposition 1.14 and Theorem 1.3(b), the sequence (µn)n∈N has a
subsequence (µnj )j∈N with µnj → µ in the weak∗ topology as j → ∞ for some
positive µ ∈ M(T). For each fixed k ∈ Z we obtain

µ̂(k) = 〈z−k, µ〉 = lim
j→∞
〈z−k, µnj 〉 = lim

j→∞

∫
T

z−khnj dm = lim
j→∞

anj (k) = c(k).
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Exercises

Exercise 4.1 (Properties of the Fourier transform). Prove Proposition 4.5

Exercise 4.2 (Rajchman measures). Prove that Rajchman measures form a closed
subspace of M(T).

Exercise 4.3 (Cantor–Lebesgue measure). Work out the details of Example 4.14.

Exercise 4.4 (Cesàro limit). Prove Proposition 4.13.

Exercise 4.5 (Discrete and continuous measures). Prove that for a discrete mea-
sure with set of atoms A

‖µ‖ =
∑
a∈A
|µ{a}|.

Prove, furthermore, that Mc(T) and Md(T) are closed subspaces of M(T).

Exercise 4.6 (Upper and lower density). Prove the assertions (a)–(e) from Propo-
sition 4.17. Prove also that for each pair of real numbers α, β ∈ [0, 1] with α ≤ β
there is a set A ⊂ N0 such that d(A) = α and d(A) = β.

Exercise 4.7 (Density and gaps). Prove that a syndetic set A ⊂ N has positive
lower density. On the other hand, show that if A has positive upper density and
A = {kn : n ∈ N} for a subsequence (kn)n∈N, then

lim inf
n→∞

(kn+1 − kn) <∞.

Give an example of a syndetic set A with d(A) < d(A).

Exercise 4.8 (Hadamard product). Prove Lemma 4.23.

Exercise 4.9 (Positive definite sequences). Show, using the definition only, that a
positive definite sequence c ∈ CZ is bounded and satisfies c(0) ≥ 0 and |c(n)| ≤ c(0)
for each n ∈ Z.





LECTURE 5

The spectral theorem

In this lecture we introduce a powerful technique to study unitary operators
on Hilbert spaces. Recall that a linear operator U : H → K between two Hilbert
spaces is called unitary if UU∗ = IK and U∗U = IH . A unitary operator U is
surjective and preserves scalar products, in particular, it is an isometry. Conversely,
the following, well-known fact implies that every surjective isometry between two
Hilbert spaces preserves scalar products and hence is unitary (why?).

Proposition 5.1 (Polarization identity). Let H be a Hilbert space and let b :
H ×H → H be a sesquilinear form. Then for every x, y ∈ H

b(x, y) =
1

4

3∑
k=0

ikb(x+ iky, x+ iky).

Relevant examples of unitary operators are provided by invertible measure-
preserving systems. Their Koopman operator is unitary on the corresponding L2-
space (why?). Another important class of unitary operators is given in the next
example, see Exercise 5.1.

Example 5.2. (1) Let (X,µ) be a measure space, and let m : X → T be a mea-
surable function. Then the multiplication operator Mm : L2(X,µ)→ L2(X,µ),
Mm : f 7→ mf , is unitary.

(2) In particular, for every positive measure µ ∈ M(T) the multiplication operator
Mz is unitary on L2(T, µ).

Our aim in this lecture is to prove that the previous example represents the
general case of unitary operators. For this purpose, to each unitary operator U we
shall assign a family of measures on the spectrum of U such that the corresponding
Fourier coefficients completely describe the sesquilinear forms associated to the
powers of U . The following fact is well known, and tells that these measures should
be sought in M(T).

Proposition 5.3. The spectrum of a unitary operator U ∈ L (H) is a subset of T.

1. Scalar spectral measures

Recall from Lecture 4 that for n ∈ Z the nth Fourier coefficient µ̂(n) of a
measure µ ∈ M(T) is

µ̂(n) =

∫
T

z−n dµ.

Theorem 5.4 (Scalar spectral measures). Let U be a unitary operator on a Hilbert
space H. For each pair of vectors x, y ∈ H there is a unique measure σx,y ∈ M(T)
with

σ̂x,y(n) =

∫
T

z−n dσx,y = (x|Uny).

Moreover, for every x ∈ H the measure σx := σx,x is positive.

53
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Proof. For given x ∈ H define c(n) := (x|Unx) for n ∈ Z. We show that (c(n))n∈Z
is a positive definite sequence. For each finitely supported sequence (yn)n∈N in C∑

i,j∈N
c(i− j)yiyj =

∑
i,j∈N

(U jx|U ix)yiyj =
(∑
j∈N

yjU
jx
∣∣∣∑
i∈N

yiU
ix
)
≥ 0.

Therefore, by the Bochner–Herglotz Theorem, see Theorem 4.26, there is a positive
measure σx,x ∈ M(T) with c(n) = σ̂x,x(n) for each n ∈ Z. For y ∈ H we now set

σx,y :=
1

4

3∑
k=0

ikσx+iky.

The linearity of µ 7→ 〈z−n, µ〉 and the polarization identity (Proposition 5.1) applied
to the sesquilinear form (x, y) 7→ (x|Uny) yield σ̂x,y(n) = (x|Uny). Uniqueness
follows from the injectivity of the Fourier transform, see Proposition 4.2.

The measures σx,y ∈ M(T) from the previous proposition are called scalar spectral
measures associated to U , and we study them in the following.

For a trigonometric polynomial p ∈ P(T) with

p =

N∑
j=−N

ajz
j

we set

p(U) :=

N∑
j=−N

ajU
j =

N∑
j=1

a−j(U
∗)j +

N∑
j=0

ajU
j .

Note that the mapping P(T) → L (H), p 7→ p(U) is linear and multiplicative. In
particular we have (zp)(U) = Up(U). For each pair x, y ∈ H of vectors and each
pair of trigonometric polynomials p, q ∈ P(T) a short calculation yields

(5.1) (p(U)x|q(U)y) =

∫
T

pq dσx,y.

Proposition 5.5 (Properties of scalar spectral measures). Let U ∈ L (H) be a
unitary operator with scalar spectral measures (σx,y)x,y∈H .

(a) The mapping
H ×H → M(T), (x, y) 7→ σx,y

is sesquilinear, and we have σx,y = σy,x for every x, y ∈ H. Moreover,

‖σx‖ = ‖x‖2 for each x ∈ H.

(b) For a trigonometric polynomial p ∈ P(T)

‖p(U)x‖ = ‖p‖L2(σx) for each x ∈ H.
(c) For all x, y ∈ H and all p, q ∈ P(T)

σp(U)x,q(U)y = pq · σx,y and σp(U)x = |p|2 · σx.
(See Proposition 4.3(a) for the definition of measures of the form f · µ.)

(d) For all x, y ∈ H and all p, q ∈ P(T)∣∣∣ ∫
T

pq dσx,y

∣∣∣ ≤ ‖p‖L2(σx)‖q‖L2(σy).

(e) For each pair x, y ∈ H
‖σx,y‖ ≤ ‖x‖‖y‖.

In particular, the mappings H × H → M(T), (x, y) 7→ σx,y and H → M(T),
x 7→ σx are continuous.
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(f) For each pair x, y ∈ H there is hx,y ∈ L2(σx) such that σx,y = hx,y · σx.

Proof. (a) is clear from the definition of σx and from the fact that ‖σx‖ = 〈z0, σx〉,
since σx is positive.

(b) For x ∈ H and a trigonometric polynomial p ∈ P(T) we have by (5.1) that

‖p(U)x‖2 = (p(U)x|p(U)x) =

∫
T

|p|2 dσx.

(c) By (5.1) we obtain for p, q ∈ P(T) and for n ∈ Z that∫
T

zn dσp(U)x,q(U)y = (Unp(U)x|q(U)y) =

∫
T

znpq dσx,y.

By the uniqueness of the scalar spectral measures we obtain σp(U)x,q(U)y = pq ·σx,y,
whence also the last assertion follows immediately.

(d) By (b)∣∣∣ ∫
T

pq dσx,y

∣∣∣ = |(p(U)x|q(U)y)| ≤ ‖p(U)x‖ · ‖q(U)y‖ = ‖p‖L2(σx)‖q‖L2(σy).

(e) By the assertions in (a) and (d) we have

|〈p, σx,y〉| ≤ ‖p‖L2(σx)‖1‖L2(σy) ≤ ‖p‖∞‖x‖‖y‖.
Taking the supremum with respect to p ∈ P(T) with ‖p‖∞ ≤ 1, we obtain the
asserted inequality (use that P(T) is dense in C(T), Proposition 1.9).

(f) By part (d) the mapping P(T) → C, p 7→
∫
T p dσx,y is a continuous linear

functional, hence can be uniquely extended to a continuous linear functional on
L2(σx) (recall that P(T) is dense in L2(σx)). The Riesz–Fréchet theorem yields the
function hx,y ∈ L2(σx) with the required properties.

As a consequence, for each fixed, bounded and measurable f : T → C the
mapping bf : H ×H → C defined by

bf (x, y) :=

∫
T

f dσx,y

is sesquilinear, conjugate symmetric and continuous. Indeed, continuity follows
from

|bf (x, y)| ≤ ‖f‖∞|σx,y| ≤ ‖f‖∞‖x‖‖y‖.
Continuous sesquilinear forms have the following property, which can be proven
easily with the help of the Riesz–Fréchet theorem.

Proposition 5.6. Let H and K be Hilbert spaces and let b : H × K → C be a
continuous sesquilinear form. Then there is a unique operator S ∈ L (H,K) such
that for each x ∈ H and y ∈ K

b(x, y) = (Sx|y)K .

This proposition, applied to the form bf from the above, yields a unique bounded
linear operator, denoted by f(U), such that∫

T

f dσx,y = bf (x, y) = (f(U)x|y) for each x, y ∈ H.

We now collect some properties of the operators f(U) and the corresponding mea-
sures σf(U)x,g(U)y.
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Proposition 5.7. Let U be a unitary operator on a Hilbert space H with scalar
spectral measures (σx,y)x,y∈H . For each pair f, g : T → C of bounded and measur-
able functions and each pair x, y ∈ H of vectors we have

(a) σf(U)x,g(U)y = fg · σx,y,

(b)
∣∣∣ ∫T fg dσx,y

∣∣∣ ≤ ‖f‖L2(σx)‖g‖L2(σy),

(c) ‖f(U)x‖ = ‖f‖L2(σx).

Proof. (a) For each n ∈ Z we have that

σ̂f(U)x,y(n) = (f(U)x|Uny) =

∫
T

f dσx,Uny =

∫
T

fz−n dσx,y = f̂ · σx,y(n),

hence, by the injectivity of the Fourier transform, it follows that σf(U)x,y = f ·σx,y.
By similar reasonings we obtain σf(U)x,g(U)y = fg · σx,y.

(b) Take trigonometric polynomials pn ∈ P(T) with pn → f in L2(σx) and let
q ∈ P(T). Then we have∣∣∣∫

T

pnq dσx,y

∣∣∣ ≤ ‖pn‖L2(σx)‖q‖L2(σy).

The right-hand side converges to ‖f‖L2(σx)‖q‖L2(σy). For the left-hand side we have

by Proposition 5.5 and by the continuity of the scalar product on L2(σx) that∣∣∣∫
T

pnq dσx,y

∣∣∣ =
∣∣∣∫
T

pnqhx,y dσx

∣∣∣→ ∣∣∣∫
T

fqhx,y dσx

∣∣∣
as n→∞. Altogether, we obtain∣∣∣∫

T

fq dσx,y

∣∣∣ ≤ ‖f‖L2(σx)‖q‖L2(σy).

We repeat this argument for a sequence of trigonometric polynomials (qn)n∈N with
qn → g, and obtain the statement.

(c) By part (a) we have ‖f(U)x‖2 =
∫
T |f |2 dσx = ‖f‖2L2(σx).

2. Cyclic subspaces

Given a unitary operator U on a Hilbert space H and a vector x ∈ H we define

Z(x) := lin{Unx : n ∈ Z} = {p(U)x : p ∈ P(T)},
and call Z(x) the cyclic subspace generated by x. Evidently, the cyclic subspace
Z(x) and its orthogonal complement Z(x)⊥ both reduce U , i.e., they are invariant
under U and U∗. The restriction of U to reducing subspaces is again unitary (why?).
A vector x ∈ H is called cyclic if Z(x) = H.

By Proposition 5.5(b), for fixed x ∈ H the mapping P(T)→ Z(x), p 7→ p(U)x
is isometric, so that it has a unique extension W to L2(σx), which is isometric and
surjective onto Z(x). We introduce the notation f(U)x := Wf ∈ Z(x), which is
then consistent with the definition of f(U) if f is bounded and measurable. Note
that for f ∈ L2(σx) there is, in general, no such bounded operator as f(U).

Proposition 5.8. Let U ∈ L (H) be a unitary operator, and let x ∈ H. Then

Z(x) = {f(U)x : f ∈ L2(σx)},
and the mapping W : L2(σx) → Z(x), f 7→ f(U)x is unitary and intertwines
the restricted operator U |Z(x) and the multiplication Mz by z on L2(σx), i.e.,
U |Z(x)W = WMz. In particular, U |Z(x) and Mz are unitarily equivalent.
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Proof. That the mapping P(T)→ lin{Unx : n ∈ Z}, p 7→ p(U)x intertwines the two
mentioned operators is clear. By approximation, it follows that W is intertwining
as well. Everything else has been already discussed in the preceding paragraph.

The next result tells that the scalar spectral measures are supported in the
spectrum of the operator. (We use here the obvious fact that unitarily equivalent
operators have the same spectrum).

Corollary 5.9. For each x ∈ H we have supp(σx) ⊂ σ(U). If x is cyclic vector,
then supp(σx) = σ(U).

Proof. We have σ(U |Z(x)) ⊂ σ(U). On the other hand, Propositions 1.13 and 5.8
yield the equality supp(σx) = σ(U |Z(x)).

Also, as a direct consequence of the above, if U has a cyclic vector, then U
is unitarily equivalent to a multiplication operator. More precisely, we have the
following important result, which will be used frequently throughout this course.

Theorem 5.10 (Spectral theorem for operators with cyclic vectors, multiplication
form). Let U ∈ L (H) be a unitary operator with a cyclic vector x ∈ H. Then
U is unitarily equivalent to a multiplication operator M = Mz on L2(T, µ) with a
positive Borel measure µ ∈ M(T). Moreover, σ(M) = supp(µ).

A more general form of the spectral theorem is treated in Exercise 5.7.

Before describing a first connection between the Hilbert space structure of the
cyclic subspaces and the lattice structure of M(T), we present some general facts
from measure theory (the proof is left as Exercise 5.4).

Lemma 5.11. Let X be a σ-algebra over the set X, and let λ, µ, ν ∈M(X,X ).

(a) µ << ν and ν << λ implies µ << λ.
(b) ' is an equivalence relation on M(X,X ).
(c) If µ ⊥ ν and µ << ν, then µ = 0.
(d) If µ << ν and ν ⊥ λ, then µ ⊥ λ.
(e) If µ ⊥ ν, then |µ+ ν| = |µ|+ |ν|.
(f) If λ << µ + ν, then there are µ′, ν′ ∈ M(X,X ) with λ = µ′ + ν′ and µ′ << µ,

ν′ << ν.
(g) The sets {σ ∈M(X,X ) : σ << µ} and {σ ∈M(X,X ) : σ ⊥ µ} are norm closed

subspaces in M(X,X ).

We now return to unitary operators, and relate the cyclic subspaces and the
properties of the scalar spectral measures.

Proposition 5.12 (Absolute continuity and spectral measures). Let U ∈ L (H)
be a unitary operator.

(a) For each x ∈ H and each f ∈ L2(σx)

σf(U)x = |f |2 · σx.
(b) For each x ∈ H and for each positive measure µ ∈ M(T)

µ << σx ⇐⇒ µ = σy for some y ∈ Z(x).

(c) For each x, y ∈ H
σx ⊥ σy =⇒ σx,y = 0 ⇐⇒ Z(x) ⊥ Z(y).

If x, y ∈ Z(u) for some u ∈ H, then σx ⊥ σy ⇔ Z(x) ⊥ Z(y).



58 5. THE SPECTRAL THEOREM

Proof. (a) For f ∈ P(T) the statement is Proposition 5.5(c), the case of general
f ∈ L2(σx) follows by approximation. We leave the details to the reader.

(b) If y ∈ Z(x), then there is f ∈ L2(σx) such that y = f(U)x (Proposition 5.8). So
σy << σx by part (a). Conversely, let the positive measure µ ∈ M(T) be absolutely
continuous with respect to σx. By the Radon–Nikodym theorem (Theorem 3.26)
there is a positive g ∈ L1(σx) such that µ = g · σx. Then for f :=

√
g we have

f ∈ L2(σx) and σf(U)x = f2 · σx = g · σx = µ.

(c) Since σx,y << σx and σx,y << σy by Proposition 5.5, the first implication
follows from Lemma 5.11(c), (d). Suppose σx,y = 0. Then for each p ∈ P(T) we
have (p(U)y|x) = 〈p, σx,y〉 = 0, so that x ⊥ Z(y), implying Z(x) ⊥ Z(y). On
the other hand, if Z(x) ⊥ Z(y), then (p(U)x|y) = 0 for each p ∈ P(T), showing
σx,y = 0. Finally, suppose that x, y ∈ Z(u) for some u ∈ H, and σx,y = 0. Then
by Proposition 5.8 there are f, g ∈ L2(σu) such that x = f(U)u and y = g(U)u.
By approximation, we conclude from Proposition 5.5(a) that fg · σu = σx,y = 0.
Therefore, fg = 0 in L2(σu), so σx ⊥ σy by part (a).

3. Projections and eigenvalues

In this section we study algebraic properties of the mapping f 7→ f(U) and
introduce spectral projections. Let BM(T) denote the vector space of bounded
and measurable C-valued functions on T, which becomes a Banach space with the
supremum norm and a Banach algebra with the pointwise multiplication.

Theorem 5.13 (Bounded Borel functional calculus). Let U ∈ L (H) be a unitary
operator on a Hilbert space H. The mapping

Ψ : BM(T)→ L (H), Ψ(f) := f(U)

has the following properties.

(a) Ψ(z) = T , Ψ(1) = I.
(b) Ψ is linear, contractive, and satisfies Ψ(fg) = Ψ(f)Ψ(g)∗ for each f, g ∈

BM(T).
(c) If (fn)n∈N is ‖ · ‖∞-bounded and pointwise convergent to f , then Ψ(fn)x →

Ψ(f)x as n→∞ for each x ∈ H.

Proof. (a) is clear.

(b) Linearity of Ψ is obvious. Note that, for f ∈ BM(T), by Propositions 5.5 and
5.7 we have that

‖Ψ(f)x‖ = ‖f‖L2(σx) ≤ ‖f‖∞‖σx‖ = ‖f‖∞‖x‖
for every x ∈ H, showing that Ψ is a contraction. Let f, g ∈ BM(T). Then by
Proposition 5.7, for every x, y ∈ H

(g(U)∗f(U)x|y) = (f(U)x|g(U)y) = ((fg)(U)x|y),

whence the identity Ψ(fg) = Ψ(f)Ψ(g)∗ follows.

(c) Take (fn)n∈N and f as in the assertion. Then for each x ∈ H

‖Ψ(f − fn)x‖2 =

∫
T

|f − fn|2 dσx → 0

as n→∞ by Lebesgue’s dominated convergence theorem.

For a Borel set A ⊂ T define PA := 1A(U), i.e.,∫
T

1A dσx,y = (PAx|y) for every x, y ∈ H.
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From the properties of the Borel functional calculus one can easily deduce that each
operator PA ∈ L (H) is a projection, i.e., PAPA = PA, and that PAc = I − PA.
It follows that PA is an orthogonal projection and x = PAx holds if and only of
σx(Ac) = 0. The mapping

B(T)→ L (H), A 7→ PA

is called the projection valued spectral measure of the operator U , see Exercise
5.9 for some further properties.

Before considering the important case when A consists of just one point, we
first need the following characterization.

Proposition 5.14 (Characterization of eigenvalues via scalar spectral measures).
Let U ∈ L (H) be a unitary operator with scalar spectral measures (σx,y)x,y∈H , and
let x ∈ H and λ ∈ C be fixed. The following assertions are equivalent.

(i) x ∈ ker(λ− U).
(ii) σx,y = (x|y)δλ for each y ∈ H.
(iii) σx = ‖x‖2δλ.

Proof. (i)⇒(ii): If Ux = λx, then Unx = λnx for each n ∈ Z. We then have for
each n ∈ Z and each y ∈ H that λ−n(x|y) = (U−nx|y) = (x|Uny) = σ̂x,y(n).
It follows, by the injectivity of the Fourier transform, that σx,y = (x|y)δλ. The
implication (ii)⇒(iii) is trivial.

(iii)⇒(i): If σx = ‖x‖2δλ, then for each y ∈ H we have that

|(λx− Ux|y)|2 ≤ ‖(λ− U)x‖2‖y‖2 =

∫
T

|λ− z|2 dδλ · ‖x‖2‖y‖2 = 0.

This implies λx− Ux = 0.

For each λ ∈ T we set Pλ := 1{λ}(U).

Proposition 5.15. The operator Pλ is the orthogonal projection onto ker(λ−U).

Proof. We have (λ− z)1{λ} = 0, so that (λ−U)Pλ = 0, meaning rg(Pλ) ⊂ ker(λ−
U). If x ∈ ker(λ− U), then by Proposition 5.14

(Pλx|x) =

∫
T

1{λ} dσx = ‖x‖2.

It follows ‖Pλx − x‖2 = (Pλx − x|Pλx − x) = (Pλx − x|Pλx) = 0, i.e., Pλx = x.
The equality rg(Pλ) = ker(λ− U) follows.

The following shows the connection between eigenvalues, scalar spectral mea-
sures and the spectral projections Pλ.

Proposition 5.16. Let U ∈ L (H) be a unitary operator with scalar spectral mea-
sures (σx,y)x,y∈H , and let x ∈ H and λ ∈ C be fixed. The following assertions are
equivalent.

(i) σx{λ} > 0.
(ii) ‖Pλx‖ > 0.
(iii) Z(x) ∩ ker(λ− U) 6= {0}.
(iv) (x|y) 6= 0 for some y ∈ ker(λ− U).

Proof. The equivalence (i)⇔(ii) follows from ‖Pλx‖2 = σx{λ}. For the equivalence
(ii)⇔(iii) note that Pλx = 1{λ}(U)x ∈ Z(x) ∩ ker(λ− U) (by Propositions 5.8 and
5.15). Suppose y is as in (iv). Then 0 6= (x|y) = (Pλx|y), so that Pλx 6= 0, and
that is (ii). To see the implication (iii)⇒(iv), notice that if x ⊥ ker(λ − U), then
Z(x) ⊥ ker(λ− U).
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4. Ideal decompositions

We shall show that certain decompositions of M(T) lead to orthogonal decom-
positions of H into U - and U∗-invariant subspaces. Before that we need another
short excursion to measure theory.

Let X be a σ-algebra over the set X. A subspace I ⊂ M(X,X ) is called an
(order) ideal, if µ ∈ I, ν ∈M(X,X ) and |ν| ≤ |µ| imply ν ∈ I.

Proposition 5.17 (Properties of ideals). (a) For a closed subspace I ⊂M(X,X )
the following assertions are equivalent.

(i) I is an ideal.
(ii) For each µ, ν ∈M(X,X ) with ν << µ and µ ∈ I also ν ∈ I holds.

(b) Let I and J be closed ideals of M(X,X ). Then I ∩ J is a closed ideal and

I ∩ J = {0} ⇐⇒ ν ⊥ µ for each ν ∈ I and µ ∈ J.
(c) Let I and J be closed ideals of M(X,X ) with I ∩ J = {0}. Then I + J is a

closed ideal.

Proof. (a) Suppose (ii) and that µ ∈ I, |ν| ≤ |µ|. Then |µ| ∈ I, and ν << |µ|, so
that ν ∈ I by the hypothesis.

Suppose (i), let µ ∈ I, and let ν << µ. Then by the Radon–Nikodym theorem
there is f ∈ L1(|µ|) such that ν = f · |µ|. Consider fn := sign(f) min(|f |, n1),
then |fn · µ| = |fn| · |µ| ≤ n|µ|, hence fn|µ| ∈ I by the hypothesis. By Lebesgue’s
dominated convergence theorem fn → f in L1(|µ|), so fn · |µ| → f · |µ| = ν, and
ν ∈ I follows, since I is closed.

(b) Suppose I ∩ J = {0}, and let µ ∈ I and ν ∈ J . Then by the Lebesgue
decomposition (Theorem 3.26(a)), µ = µa + µs with µa << |ν| ∈ J and µs ⊥ ν.
Since also µa << µ, we obtain µa ∈ I ∩ J , hence µa = 0 and µ = µs ⊥ ν. The
converse implication is even easier.

(c) Obviously I+J is a linear subspace of M(X,X ). By part (b) and Lemma 5.11(e)
for µ ∈ I and ν ∈ J we have ‖µ+ ν‖ = |µ+ ν|(X) = |µ|(X) + |ν|(X) = ‖µ‖+ ‖ν‖.
Therefore, the projection

PI : I + J → I, µ+ ν 7→ µ

is bounded, and by Proposition 1.5 the subspace I + J is closed. To prove that
I + J is an ideal, take µ ∈ I, ν ∈ J and let ρ ∈M(X,X ) be such that ρ << µ+ ν.
Then by Lemma 5.11(f) there are µ′, ν′ ∈ M(X,X ) with µ′ << µ, ν′ << ν and
ρ = µ′ + ν′ ∈ I + J . The rest follows from (a).

We see that even though M(X,X ) is far from being a Hilbert space, it carries
a structure that is very similar to that of a Hilbert space.

Example 5.18. (1) The subspaces Md(T) and Mc(T) are closed ideals, see Exer-
cise 5.5.

(2) The subspace Mr(T) of Rajchman measures is a closed ideal, see Exercise 4.2
and Proposition 4.6.

(3) For a given µ ∈ M(T) the subspaces

I(µ) := {ν ∈ M(T) : ν << µ} and I(µ)⊥ := {ν ∈ M(T) : ν ⊥ µ}
are closed ideals, see Lemma 5.11 and Exercise 5.5. In particular, L1(T,m) is
the smallest ideal that contains m (we use the identification from Proposition
4.3.)
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Let U ∈ L (H) be a unitary operator on a Hilbert space H. We associate to
each closed ideal I in M(T) a subspace in H by defining

H(I) := {x ∈ H : σx,y ∈ I for all y ∈ H}.
Proposition 5.19. For a closed ideal I in M(T)

(5.2) H(I) =
{
x ∈ H : σx ∈ I

}
.

Moreover, H(I) is a closed, U - and U∗-invariant subspace of H. If J is another
closed ideal in M(T) with I ∩ J = {0}, then

H(I + J) = H(I)⊕H(J)

as an orthogonal direct sum.

Proof. To show (5.2) note that the inclusion “⊂” is trivial. For the converse inclu-
sion take x ∈ H such that σx ∈ I. Since σx,y << σx for each y ∈ H, by Proposition
5.17 we obtain σx,y ∈ I, and the asserted equality is proven. Since σUx,y = σx,U∗y
and σU∗x,y = σx,Uy for every x, y ∈ H, the invariance of H(I) follows immediately.
By Proposition 5.5(e) the mapping x 7→ σx is continuous, so that H(I) is closed by
the closedness of I.

Let J be as in the assertion, then, by Proposition 5.17, I + J is a closed ideal.
Let x ∈ H(I) and y ∈ H(J). Then σx,y ∈ I and σx,y = σy,x ∈ J . From the
hypothesis we obtain σx,y = 0, which yields x ⊥ y, by Proposition 5.12(c). Hence,
H(I) ⊥ H(J).

We finally prove that H(I + J) = H(I) ⊕ H(J), where only the inclusion “⊂”
requires a proof. Take z ∈ H(I + J), so that σz = µ + ν for some measures µ ∈ I
and ν ∈ J . We then have σz = |σz| = |µ + ν| = |µ| + |ν| (since µ ⊥ ν), whence
we conclude µ = |µ| ≥ 0 and ν = |ν| ≥ 0. Both measures µ and ν are absolutely
continuous with respect to σz. By Proposition 5.12 there are x, y ∈ Z(z) with
σx = µ and σy = ν. Take f, g ∈ L2(σz) with x = f(U)z and y = g(U)z. Then
σx = |f |2 · σz and σy = |g|2 · σz, and hence

σz = µ+ ν = σx + σy = |f |2 · σz + |g|2σz = (|f |2 + |g|2) · σz.
This yields that |f |2 + |g|2 = 1 holds σz-almost everywhere. Since σx ⊥ σy, we
have |f | · |g| = 0 and thus |f | + |g| = 1. Define x′ := |f |(U)z and y′ := |g|(U)z.
Then σx′ = |f |2σz = σx = µ ∈ I, so x′ ∈ H(I) (and the same arguments show
y′ ∈ H(J)). We conclude z = 1(U)z = (|f |+ |g|)(U)z = x′+ y′ ∈ H(I) +H(J).

In the next lecture we study concrete versions of such abstract decompositions.

Exercises

Exercise 5.1 (Multiplication operators). Let (X,µ) be a σ-finite measure space,
and let m ∈ L0(X,µ) be fixed. Consider the multiplication operator

Mm : L0(X,µ)→ L0(X,µ), f 7→ mf.

(a) Prove the following assertions. The operator Mm leaves L2(X,µ) invariant if
and only if m ∈ L∞(X,µ). In this case Mm is bounded and ‖Mm‖ = ‖m‖∞.

(b) Prove that Mm is unitary if and only if |m| = 1 holds µ-almost everywhere.
(c) Show that σ(Mm) = ess rg(m), where the essential range of m is

ess rg(m) := {c ∈ C : µ(m−1(U)) > 0 for every open set U ⊂ C with c ∈ U}.
(d) For unitary Mm determine the scalar spectral measures and the spectral pro-

jections PA.
(e) Determine the bounded Borel calculus, i.e., the mapping Ψ from Theorem 5.13,

in the case of unitary Mm.
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Exercise 5.2 (Shift). Consider the Hilbert space `2(Z), and the shift operator
S : `2(Z) → `2(Z), (xn)n∈Z → (xn+1)n∈Z thereon. Prove that S is a unitary
operator and determine the scalar spectral measures.

Exercise 5.3 (Cyclic vectors). Give an example of a unitary operator with (and
without) a cyclic vector.

Exercise 5.4. Prove Lemma 5.11.

Exercise 5.5 (Ideals in M(T)). (a) Prove that Mc(T) and Md(T) are closed ideals
in M(T).

(b) Prove that I(µ) and I(µ)⊥ are closed ideals in M(T) for every µ ∈ M(T).
(c) Let M ⊂ M(T) be a subset in M(T). Prove that

M⊥ := {ν : ν ⊥ µ for every µ ∈M}
is a closed ideal.

Exercise 5.6 (Orthogonal decomposition into a direct sum of cyclic subspaces).
Let U ∈ L (H) be a unitary operator on a separable Hilbert space H. Prove that
there is an at most countable set N of unit vectors such that

H =
⊕
x∈N

Z(x)

as an orthogonal direct sum.

Exercise 5.7 (Spectral theorem, multiplication form). Let U ∈ L (H) be a unitary
operator on a separable Hilbert space H. Using the result of the foregoing exer-
cise, prove that there is a complete, separable, metric space Ω, a σ-finite, regular,
positive, Borel measure µ on Ω, and a measurable function m : Ω → T such that
U is unitarily equivalent to the multiplication operator Mm : L2(Ω, µ)→ L2(Ω, µ),
f 7→ mf .

Exercise 5.8 (Commutation and the Borel functional calculus). Let U be a unitary
operator on a Hilbert space H. Prove that for every bounded and measurable
function f : T → C the operator f(U) commutes with every bounded operator on
H which commutes with U (and U∗).

Exercise 5.9 (Spectral projections). Let U be a unitary operator on a Hilbert
space H. Given a Borel set B ∈ B(T) we define E(B) := PB = 1B(U). Prove the
following assertions.

(a) Each operator E(B), B ∈ B(T), is an orthogonal projection.
(b) E(T) = I and E(∅) = 0.
(c) For every Borel set B ⊂ T with B ∩ σ(U) = ∅ we have E(B) = 0.
(d) For a pairwise disjoint sequence (Bn)n∈N in B(T),

E
(⋃
n∈N

Bn

)
x =

∑
n∈N

E(Bn)x for all x ∈ H.

(e) For B,C ∈ B(T) one has E(B ∩ C) = E(B)E(C).
(f) An operator S ∈ L (H) commutes with U (and U∗) if and only if

E(B)S = SE(B) for every B ∈ B(T).

(g) For x, y ∈ H we have

(Ux|y) =

∫
σ(U)

z d(E(·)x|y).

(h) If B ∈ B(σ(U)) has non-empty relative interior in σ(U), then E(B) 6= 0.



LECTURE 6

Decompositions in Hilbert spaces

In this lecture we discuss three fundamental decompositions for linear contrac-
tions on Hilbert spaces: the von Neumann decomposition, the rational spectrum
decomposition and the Jacobs–de Leeuw–Glicksberg decomposition. These all share
the common feature that in one of the components we collect eigenvectors of the
operator. The idea behind this is that the action of the operator on eigenvectors
is very simple, so we like to think of these components as structured. On our way
to present these decompositions we encounter one more, and that is the one of
Szőkefalvi-Nagy and Foiaş.

1. Von Neumann’s decomposition

Before we present the famous von Neumann decomposition, we briefly discuss
some elementary properties of contractions on Hilbert spaces.

Proposition 6.1 (Eigenvectors of contractions on Hilbert spaces). Let H be a
Hilbert space, let S ∈ L (H) be a contraction and let x ∈ H. The following asser-
tions are equivalent.

(i) Sx = x.
(ii) S∗x = x.
(iii) (Sx|x) = ‖x‖2.

In particular, Fix(S) = Fix(S∗). In addition, ker(λ − S) = ker(λ − S∗) holds for
each λ ∈ T. Moreover, for different µ, λ ∈ T we have ker(µ− S) ⊥ ker(λ− S).

Proof. It is clear that (i) or (ii) implies (iii). Supposing (iii) and using that S is a
contraction we obtain

‖x− Sx‖2 = ‖x‖2 − 2Re(x|Sx) + ‖Sx‖2 = ‖Sx‖2 − ‖x‖2 ≤ 0.

This proves (i), while (ii) follows by symmetry. The equivalence of the three asser-
tions has been proved. For λ ∈ T the operator 1

λS = λS is again a contraction. So

by the first part ker(λ− S) = Fix(λS) = Fix(λS∗) = ker(λ− S∗).
Let µ, ν ∈ T, let x ∈ ker(λ− S) and y ∈ ker(µ− S) = ker(µ− S∗). Then

(λ− µ)(x|y) = (Sx|y)− (x|S∗y) = (Sx|y)− (Sx|y) = 0.

If µ 6= λ, then (x|y) = 0 must hold.

Corollary 6.2. Let H,K be Hilbert spaces, S ∈ L (H,K) be a contraction and let
x ∈ H be fixed. The following assertions are equivalent.

(i) ‖Sx‖ = ‖x‖.
(ii) (Sx|Sy) = (x|y) for every y ∈ H.
(iii) S∗Sx = x.

Proof. Only the implication (i)⇒(iii) requires a proof. If ‖Sx‖ = ‖x‖, then ‖x‖2 =
(S∗Sx|x). Proposition 6.1, applied to the contraction S∗S, yields S∗Sx = x.

The following is an elementary result, recorded here for later reference.

63
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Proposition 6.3 (Kernel and range). Let H,K be Hilbert spaces. For each S ∈
L (H,K) we have

ker(S) = rg(S∗)⊥ and ker(S)⊥ = rg(S∗).

Proof. We have x ∈ rg(S∗)⊥ if and only if 0 = (x|S∗y) = (Sx|y) = 0 for every
y ∈ H. But this holds if and only if Sx = 0. The first equality is proven, and the
second one follows directly from the fact that rg(S∗) = rg(S∗)⊥⊥.

Recall from Lecture 5 that a closed subspace is reducing for S, or S-reducing,
if it is S- and S∗-invariant.

Proposition 6.4. Let S ∈ L (H) and let F ⊂ H be a closed subspace. Then F is
S∗-invariant if and only if F⊥ is S-invariant.

Proof. Suppose F is S∗-invariant, and let x ∈ F⊥. We have to prove Sx ⊥ F , so
take y ∈ F . Then we have S∗y ∈ F and hence (Sx|y) = (x|S∗y) = 0. It follows
that Sx ⊥ F . The converse implication can be proved analogously.

Remark 6.5. Thus, for a closed subspace F ⊂ H
F is reducing ⇐⇒ F⊥ is reducing ⇐⇒ F and F⊥ are S-invariant.

Theorem 6.6 (Von Neumann’s decomposition for contractions). Let S be a con-
traction on a Hilbert space H. Then the orthogonal decomposition

(6.1) H = Fix(S)⊕ rg(I − S)

into closed reducing subspaces holds.

Proof. We have Fix(S) = Fix(S∗) by Proposition 6.1 and therefore Fix(S) is S- and
S∗-invariant and hence reducing, and so is its orthogonal complement by Remark
6.5. By Proposition 6.3, applied to the operator I − S, we obtain

H = Fix(S)⊕ Fix(S)⊥ = Fix(S)⊕ Fix(S∗)⊥ = Fix(S)⊕ rg(I − S).

Note that if S ∈ L (H) is a contraction, then so is S∗ having the same von
Neumann decomposition as S.

2. The rational spectrum decomposition

Let S ∈ L (H) be a contraction on a Hilbert space H. One part in the von
Neumann decomposition was Fix(S) consisting of eigenvectors corresponding to the
eigenvalue 1. We now make this part larger by adding eigenvectors corresponding
to all other eigenvalues which are roots of unity.

We call λ ∈ T rational if there is q ∈ N with λq = 1, i.e., if λ is a root of unity,
and otherwise irrational. Clearly, λ ∈ T is rational if and only if its argument is
a rational multiple of π.

Definition 6.7. Let H be a Hilbert space and let S ∈ L (H). The subspace

Hrat := lin{x ∈ H : Sx = λx for some rational λ ∈ T}
is called the rational spectrum component of S.

Clearly, Hrat is a closed S-invariant subspace of H. Moreover, it has the fol-
lowing representation.

Lemma 6.8 (Representation of the rational spectrum component). Let H be a
Hilbert space and let S ∈ L (H).

(a) We have Fix(S) ⊂ Fix(S2) ⊂ Fix(S2·3) ⊂ · · · ⊂ Fix(Sn!) ⊂ · · · .
(b) If S is a contraction, then Hrat =

⋃
k∈N Fix(Sk).
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Proof. (a) follows from the fact that k|l (k divides l) implies Fix(Sk) ⊂ Fix(Sl).

(b) Observe first that by (a),
⋃
k∈N Fix(Sk) is an S-invariant linear subspace of H.

We will show

(6.2) lin{x ∈ H : Sx = λx for some rational λ ∈ T} =
⋃
k∈N

Fix(Sk).

Assume first that x ∈ H satisfies Sx = λx with λq = 1. Then Sqx = λqx = x, i.e.,
x ∈ Fix(Sq). The inclusion “⊂” follows by linearity.

To see the inclusion “⊃” let k ∈ N and consider Sk := S|Fix(Sk). We first check

that Sk is unitary. Indeed, by Skk = I it follows immediately that Sk is surjective.
Moreover, since S (and hence Sk) is contractive, one has for every x ∈ Fix(Sk)

‖x‖ = ‖Skkx‖ ≤ ‖Skx‖ ≤ ‖x‖,
i.e., Sk isometry (and surjective). Take x ∈ Fix(Sk) and restrict Sk to the subspace
lin{Snx : n ∈ N0}. This restriction is still denoted by Sk. Then x is a cyclic
vector for Sk. By Theorem 5.10 we can assume without loss of generality that
H = L2(T, µ) for some probability measure µ on T, x = 1 and Sk is of the form
Sk = Mz, the multiplication by z. Since Skk = I, we obtain that zkf(z) = f(z)
must be valid for every f ∈ L2(T, µ) and for µ-almost every z ∈ T. It follows that
µ is supported in the set {λ ∈ T : λk = 1} =: {λ1, . . . , λk} of kth roots of unity.
This implies

x = 1 = 1{λ1} + 1{λ2} + · · ·+ 1{λk}.

Since Sk1{λj} = λj1λj , we see that x belongs to the left-hand side of (6.2).

The corresponding decomposition is the following.

Proposition 6.9 (Rational spectrum decomposition for contractions). Let S ∈
L (H) be a contraction on a Hilbert space H. Then the orthogonal decomposition

H = Hrat ⊕
⋂
k∈N

rg(I − Sk)

into closed S-reducing subspaces holds.

Proof. The von Neumann decomposition (Theorem 6.6) applied to the powers of S
implies the orthogonal decompositions

(6.3) H = Fix(Sk)⊕ rg(I − Sk) for all k ∈ N.
Thus by Lemma 6.8(a) we obtain the orthogonal decomposition

H =
⋃
k∈N

Fix(Sk)⊕
⋂
k∈N

rg(I − Sk),

where the components are S-reducing by Proposition 6.1. The rest follows from
Lemma 6.8(b).

3. The Szőkefalvi-Nagy–Foiaş and Wold decompositions

In this section we present a technique that allows us to apply the spectral
theorem to study contractions.

Proposition 6.10 (Szőkefalvi-Nagy–Foiaş[103] decomposition). For a contraction
S ∈ L (H) on a Hilbert space H define

Huni :=
{
x ∈ H : ‖Snx‖ = ‖S∗nx‖ = ‖x‖ for all n ∈ N

}
.

[103] B. Sz.-Nagy and C. Foiaş, Sur les contractions de l’espace de Hilbert. IV, Acta Sci.
Math. Szeged 21 (1960), 251–259.
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Then Huni is a closed, S-reducing subspace and the restriction of S to Huni is
unitary. Furthermore, Huni is the largest closed, S-reducing subspace of H such
that the restriction of S becomes unitary.

Proof. Let F ⊂ H be a closed, S-reducing subspace of H such that S|F is unitary.
Then S∗|F = (S|F )∗ = (S|F )−1 is also unitary. Therefore, the operators Sn and
S∗n are isometries on F for each n ∈ N. It follows that F ⊂ Huni.

By Corollary 6.2 for each n ∈ N the identity ‖Snx‖ = ‖x‖ holds if and only if
S∗nSnx = x, and ‖S∗nx‖ = ‖x‖ holds if and only if SnS∗nx = x. Whence we
obtain

Huni = {x ∈ H : S∗nSnx = x = SnS∗nx for every n ∈ N},
or in other words

(6.4) Huni =
⋂
n∈N

(
Fix(S∗nSn) ∩ Fix(SnS∗n)

)
.

Now it is evident that Huni is a closed subspace of H.

Next we show that Huni is a reducing subspace. For x ∈ Huni and n ∈ N
we have ‖SnSx‖ = ‖Sn+1x‖ = ‖x‖ = ‖Sx‖. On the other hand ‖S∗nSx‖ =
‖S∗(n−1)S∗Sx‖ = ‖S∗(n−1)x‖ = ‖x‖ = ‖Sx‖. Altogether we conclude that Sx ∈
Huni. By symmetry we also obtain S∗x ∈ Huni. By SS∗x = x = S∗Sx for x ∈ Huni,
both operators S and S∗ are unitary.

For a given contraction S ∈ L (H) the subspace Huni in the foregoing propo-
sition is called the unitary part of H with respect to S. If we want to emphasize
the corresponding operator, we write Huni(S). Its orthogonal complement

Hcnu := Hcnu(S) := Huni(S)⊥

is called the completely non-unitary part of H with respect to S. It is an S-
reducing subspace of H and contains no non-trivial, closed, S-reducing subspace of
H on which S acts as a unitary operator. The next proposition is due to Foguel[42]

and yields that on the completely non-unitary part the powers Sn converge weakly
to 0, i.e., S|Hcnu is weakly stable.

Proposition 6.11 (Weak stability on the completely non-unitary part). Let S be
a contraction on a Hilbert space H. For every x, y ∈ Hcnu

(Snx|y)→ 0 as n→∞.
Proof. Let u ∈ H be arbitrary and notice that limn→∞ ‖Snu‖ exists, since S is a
contraction. We have for k ∈ N that

‖S∗kSkSnu− Snu‖2 = ‖S∗kSn+ku‖2 − 2‖Sn+ku‖2 + ‖Snu‖2

≤ ‖Sn+ku‖2 − 2‖Sn+ku‖2 + ‖Snu‖2

= ‖Snu‖2 − ‖Sn+ku‖2 → 0 as n→∞.

Moreover, for n ≥ k
‖SkS∗kSnu− Snu‖2 ≤ ‖S∗kSnu− Sn−ku‖2

≤ ‖S∗kSnu‖2 − 2‖Snu‖2 + ‖Sn−ku‖2

≤ −‖Snu‖2 + ‖Sn−ku‖2 → 0 as n→∞.

Therefore for each k ∈ N0 and every u, v ∈ H(
(I − S∗kSk)Snu

∣∣v)→ 0 and
(
(I − SkS∗k)Snu

∣∣v)→ 0 as n→∞

[42] S. R. Foguel, Powers of a contraction in Hilbert space, Pacific J. Math. 13 (1963),
551–562.
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Hence for Dk := rg(I − S∗kSk) ∪ rg(I − SkS∗k) we have(
Snx

∣∣y)→ 0 for every x ∈ H and y ∈ Dk as n→∞.
Interchanging S and S∗ leads to(

Snx
∣∣y) =

(
x
∣∣S∗ny)→ 0 for every x ∈ Dk and y ∈ H as n→∞.

Therefore,

(Snx|y)→ 0 for every x, y ∈
⋃
k∈N

Dk as n→∞.

Since, by Theorem 6.3 and by (6.4),⋃
k∈N

Dk =
⋃
k∈N

(
rg(I − SkS∗k) ∪ rg(I − S∗kSk)

)
=
(⋂
k∈N

(
Fix(SkS∗k) ∩ Fix(S∗kSk)

))⊥
= H⊥uni = Hcnu,

the proof is complete.

For isometries more detailed information and a finer decomposition are avail-
able. For this, a basic building block is the right shift R on `2(N0) defined on the
elements of the standard orthonormal basis (en)n∈N0 by

Ren = en+1.

Theorem 6.12 (Wold decomposition). Let S be an isometry on a Hilbert space
H. Then

Huni =
⋂
n∈N0

rg(Sn),

and Hcnu can be written as an orthogonal sum

Hcnu =
⊕
α∈A

Hα

for some index set A, where each Hα is S-invariant and S : Hα → Hα is unitarily
equivalent to the right shift R on `2(N0).

Proof. Recall that, since Sn is an isometry, we have S∗nSn = I and the subspace
rg(Sn) is closed. Then F :=

⋂
n∈N0

rg(Sn) is an S-invariant closed subspace and

S|F : F → F is surjective, and by construction F is the largest subspace of H with
these properties. So we have Huni ⊂ F , and since S|F is unitary, F = Huni follows.

For the proof of the decomposition of Hcnu, define for n ∈ N the subspace Fn as
the orthogonal complement of rg(Sn) in rg(Sn−1). By construction

rg(Sn+1)⊕ Fn+1 = rg(Sn) = Srg(Sn−1) = S(rg(Sn)⊕ Fn).

Since S is an isometry, it preserves scalar products, and we obtain for n ∈ N that
S(rg(Sn) ⊕ Fn) = rg(Sn+1) ⊕ SFn and rg(Sn+1) ⊥ SFn, hence we must have
SFn = Fn+1.

The subspaces Fk for k ∈ N are pairwise orthogonal, and clearly

Huni =
⋂
n∈N

rg(Sn) ⊂
(⊕
k∈N

Fk

)⊥
.

On the other hand, if x ⊥ Fk for all k ∈ N then x ∈ rg(Sn) for all n ∈ N. Therefore(⊕
k∈N

Fk

)⊥
⊂ Huni.
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Altogether it follows that

Hcnu =
⊕
k∈N

Fk.

Finally, take an orthonormal basis (eα)α∈A in F1. Then (Skeα)α∈A is an orthonor-
mal basis in SkF1 = Fk+1 for each k ∈ N, and therefore with Hα := lin{Skeα : k ∈
N0} we clearly have ⊕

α∈A
Hα =

⊕
k∈N

Fk = Hcnu,

and (Skeα)k∈N is an orthonormal basis in Hα. The last statement about unitary
equivalence follows at once.

4. The Jacobs–de Leeuw–Glicksberg decomposition

For a given contraction S ∈ L (H) on a Hilbert space we now enlarge the
structured part Hrat by collecting all eigenvectors corresponding to unimodular
eigenvalues. We first restrict ourselves to the case of unitary operators U ∈ L (H)
with scalar spectral measures (σx,y)x,y∈H . According to Proposition 4.11, the space
M(T) decomposes into the direct sum of the closed ideals Mc(T) and Md(T), i.e.,

(6.5) M(T) = Md(T)⊕Mc(T).

This induces, by Proposition 5.19, an orthogonal decomposition of the Hilbert space

H = Hd ⊕Hc

into the closed U - and U∗-invariant subspaces

Hd(U) =
{
x ∈ H : σx is discrete

}
Hc(U) =

{
x ∈ H : σx is continuous

}
.and

Our next purpose is to give different descriptions of these parts.

Proposition 6.13 (Structured part for unitary operators). For a unitary operator
U ∈ L (H) we have

Hd = lin
{
x ∈ H : x is an eigenvector of U

}
,

and for the orthogonal projection Pd onto Hd we have

Pdx =
∑
a∈T

Pax for every x ∈ H,

where the summands are pairwise orthogonal and at most countably many of them
are non-zero. Moreover, we have for each x, y ∈ H that

lim
N→∞

1

N

N−1∑
n=0

|(Unx|y)|2 =
∑
a∈T
|(Pax|y)|2.

Proof. If x ∈ H is an eigenvector of U , then, by Proposition 5.14 we have σx =
‖x‖2δλ, so that σx ∈ Md(T). On the other hand, if σx ∈ Md(T), then there is a
countable set A such that σx(Ac) = 0. Since

(PAx|x) =

∫
T

1A dσx =

∫
T

1 dσx = (x|x),

we obtain PAx = x. By Proposition 5.15, 1{a}(U)x ∈ ker(a−U). By Theorem 5.13

x = PAx =
∑
a∈A

1{a}(U)x ∈ lin
{
x ∈ H : x is an eigenvector of U

}
.

The description of Hd is proven. The statement about the orthogonal projection
Pd follows also directly.
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For the last statement take x, y ∈ H. By Wiener’s formula in Proposition 4.12

lim
N→∞

1

N

N−1∑
n=0

|(Unx|y)|2 = lim
N→∞

1

N

N−1∑
n=0

|σ̂x,y(n)|2

=
∑
a∈T
|σx,y{a}|2 =

∑
a∈T
|(Pax|y)|2,

where we have used Proposition 5.14 for the last equality.

Next we turn to the component Hc and first present an important lemma. The
(upper/lower) density of a subsequence (nk)k∈N in N is the (upper/lower)
density of the set {nk : k ∈ N}.
Lemma 6.14. Let S be an isometry on a Hilbert space H and let x ∈ H. The
following assertions are equivalent.

(i) lim
N→∞

1
N

N−1∑
n=0
|(Snx|x)| = 0.

(ii) lim
N→∞

1
N

N−1∑
n=0
|(Snx|y)| = 0 for every y ∈ H.

(iii) There is a subsequence (nj)j∈N of density 1 such that Snjx → 0 weakly as
j →∞.

Proof. The implication (ii)⇒(i) is trivial. To see the converse implication suppose
that x satisfies (i). For a given m ∈ N consider y = Smx. Then for n ≥ m we have

|(Snx|y)| = |(Snx|Smy)| = |(Sn−mx|y)|,
and therefore

lim
N→∞

1

N

N−1∑
n=0

|(Snx|y)| = lim
N→∞

1

N

N+m−1∑
n=m

|(Snx|y)| = lim
N→∞

1

N

N−1∑
n=0

|(Snx|x)| = 0.

Thus, by linearity, the assertion in (ii) holds for every y ∈ lin{Smx : m ∈ N0} =: Y .
Assume that y ∈ Y and take ε > 0 and z ∈ Y with ‖y−z‖ < ε. From the inequality

|(Snx|y)| ≤ |(Snx|z)|+ |(Snx|y − z)| < |(Snx|z)|+ ε‖x‖
and from the above we conclude

lim sup
N→∞

1

N

N−1∑
n=0

|(Snx|y)| ≤ ε‖x‖ for all ε > 0.

So the assertion in (ii) holds for every y ∈ Y . Since for y ∈ Y ⊥ the definition of Y
implies that (Snx|y) = 0 for every n ∈ N, (ii) follows by linearity.

The implication (iii)⇒(ii) follows from the Koopman–von Neumann Lemma 4.18.

(ii)⇒(iii): Consider the closed subspace Y = lin{Snx : n ∈ N0} and a dense subset
D = {yk : k ∈ N} ⊂ Y . For k ∈ N let Ak ⊂ N be a subset with d(Ak) = 1 and
limn→∞, n∈Ak(Snx|yk) = 0 (use the Koopman–von Neumann Lemma 4.18). Take
A ⊂ N such that d(A) = 1 and A\Ak is finite for every k ∈ N (use Proposition 4.17).
Then clearly limn→∞, n∈A(Snx|yk) = 0 for every k ∈ N. By an approximation
argument we conclude limn→∞, n∈A(Snx|y) = 0 for every y ∈ Y . If y ∈ Y ⊥, then
(Snx|y) = 0 holds for every n ∈ N. Therefore we obtain D- limn→∞(Snx|y) = 0 for
every y ∈ H, and that was to be proved.

Proposition 6.15 (Almost weakly stable part for unitary operators). Let U ∈
L (H) be a unitary operator on a Hilbert space. A vector x ∈ H belongs to Hc if
and only if

D- lim
n→∞

Snx = 0 weakly.
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Proof. We have x ∈ Hc if and only if for each y ∈ H the scalar spectral measure
σx,y is continuous. By Wiener’s lemma (Proposition 4.12) and by the Koopman–von
Neumann Lemma 4.18 this happens if and only if

0 = lim
N→∞

1

N

N∑
n=1

|σ̂x,y(n)| = lim
N→∞

1

N

N∑
n=1

|(Unx|y)|.

Lemma 6.14 finishes the proof.

We now come to the most involved result of this lecture.

Theorem 6.16 (Jacobs–de Leeuw–Glicksberg decomposition for contractions). Let
S ∈ L (H) be a contraction on a Hilbert space H. Then the orthogonal decomposi-
tion H = Hkr ⊕Haws into two closed S-invariant subspaces holds, where

Hkr := Hkr(S) := lin{x ∈ H : Sx = λx for some λ ∈ T},
Haws := Haws(S) :=

{
x ∈ H : D- lim

n→∞
Snx = 0 weakly

}
.

The subspace Hkr is called Kronecker (or reversible) part and the subspace
Haws is called almost weakly stable part. Vectors belonging to Haws are called
almost weakly stable (or flight) vectors.

Proof. Consider the Szőkefalvi-Nagy–Foiaş decomposition H = Huni⊕Hcnu for the
contraction S. We evidently have Hkr ⊂ Huni. For the unitary operator U := S|Huni

consider the discrete–continuous decomposition Huni = Hd ⊕Hc. By Proposition
6.13 we have Hkr = Hd. We set H0 := Hc ⊕Hcnu. By construction Hkr ⊥ H0 and
Hkr ⊕H0 = H. It remains to prove that H0 = Haws. Decompose a given x ∈ H0

as x = xcnu + xc with xcnu ∈ Hcnu, xc ∈ Hc. For y ∈ H we have

|(Snx|y)| ≤ |(Snxc|y)|+ |(Snxcnu|y)|,
where the last term tends to 0 for n → ∞ by Foguel’s result (Proposition 6.11).
For the first term we have by Proposition 6.15

|(Snxc|y)| = |(Snxc|yc)| D→ 0 as n→∞,
where the density one sequence is independent of y. This proves H0 ⊂ Haws.

Conversely, suppose x ∈ Haws, and decompose x = xkr + x0 with xkr ∈ Hkr and
x0 ∈ H0. Then we have

(Snx|x) = (Snxkr|x) + (Snx0|x),

where the first and the last terms converge to 0 in density (for the last one we use
the already proved inclusion H0 ⊂ Haws). So we must have

0 = lim
N→∞

1

N

N−1∑
n=0

|(Snxkr|xkr)|2 =
∑
a∈T
‖Paxkr‖4,

where the last equality follows from Proposition 6.13 and the fact that orthogonal
projections are self-adjoint. We conclude ‖xkr‖2 =

∑
a∈T ‖Paxkr‖2 = 0, and obtain

x = x0. The equality H0 = Haws is proven.

Proposition 6.17 (Characterization of the almost weakly stable part). For a
contraction S ∈ L (H) on a Hilbert space H the following assertions are equivalent.

(i) x ∈ Haws, i.e., there is a subsequence (nj)j∈N in N of density 1 such that
limj→∞ Snjx = 0 weakly.

(ii) There is a subsequence (nj)j∈N in N such that limj→∞ Snjx = 0 weakly.
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Proof. We only have to show the implication (ii) ⇒(i). Suppose (ii) and let z be
an eigenvector corresponding to a unimodular eigenvalue λ ∈ T and write x =
xkr + xaws with xkr ∈ Hkr and xaws ∈ Haws. Since∣∣(Snjx|z)∣∣ =

∣∣(x|S∗njz)∣∣ =
∣∣λnj (x|z)∣∣ =

∣∣(xkr|z)
∣∣

holds for every j ∈ N, (ii) implies (xkr|z) = 0. Thus xkr ⊥ Hkr, i.e., xkr = 0 and
therefore x = xaws ∈ Haws.

We close this lecture with another characterization of the Kronecker part. A
vector x ∈ H with SN0x := {Snx : n ∈ N0} ⊂ H relatively compact is called
asymptotically almost periodic. Define

Haap := {x ∈ H : is asymptotically almost periodic}.
It is Exercise 6.5 to show that for a contraction S ∈ L (H) the set Haap is a closed
subspace of H.

Proposition 6.18 (Characterization of the Kronecker part for isometries). Let
S ∈ L (H) be an isometry on a Hilbert space H. Then Haap = Hkr, the Kronecker
part. Moreover, for every x ∈ Hkr even the set

SZx := {Snx : n ∈ Z} ⊂ H
is relatively compact (note that S is unitary on Hkr.)

Proof. If x ∈ ker(a − S) for some a ∈ T, then SZx = {anx : n ∈ Z} is relatively
compact. It follows that Hkr ⊂ Haap, and also the last assertion follows analogously
if we show Haap ⊂ Hkr.

Let x ∈ Haap, and defineK := SN0x, which is a compact set which is invariant under
S. We thus obtain a topological system (K,S). Let z ∈ K be an almost periodic
point† (see Theorem 3.10), take ε > 0, and consider the open ball U = B(z, ε).
Then the set of return times RU (z) = {n1 < n2 < · · · } of z to U is syndetic (see
Lecture 3). Let m ∈ N be such that Smx ∈ B(z, ε). Since S is an isometry, we can
write for each k ∈ N that

‖Snkx− x‖ = ‖Snk+mx− Smx‖
≤ ‖Snk+mx− Snkz‖+ ‖Snkz − z‖+ ‖z − Smx‖ = 2‖Smx− z‖+ ε < 3ε.

Write x = xkr + xaws with xkr ∈ Hkr and xaws ∈ Haws. By Proposition 6.17 there
is a set J with density 1 such that limn→∞,n∈J S

nxaws = 0 weakly. By Proposition
4.17 and Exercise 4.7 the set J ∩ RU (z) has positive lower density, in particular
J ∩RU (z) = {m1 < m2 < · · · } is infinite. We conclude

9ε2 > ‖Smjx− x‖2 = ‖Smjxkr − xkr‖2 + ‖Smjxaws − xaws‖2

≥ ‖Smjxaws‖2 + ‖xaws‖2 − 2Re(Smjxaws|xaws)→ 2‖xaws‖2

as j →∞. Since ε > 0 was arbitrary, we obtain xaws = 0, i.e., x = xkr ∈ Hkr.

For contractions an additional component can appear in Haap.

Theorem 6.19 (Relative compactness of orbits of contractions). Let S ∈ L (H)
be a contraction on a Hilbert space H. Then one has the orthogonal decomposition

(6.6) Haap = Hkr ⊕
{
x : lim

n→∞
‖Snx‖ = 0

}
.

†From the proof it will follow that every point is almost periodic in (K,S).
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Proof. To show that the two subsets are orthogonal, let x, y ∈ H satisfy Sx = ax
for some a ∈ T and limn→∞ Sny = 0. Then we have by Proposition 6.1 that
|(x|y)| = |a−n(x|y)| = |(S∗nx|y)| = |(x|Sny)| → 0 as n→∞. The orthogonality of
the subspaces follows now by linearity and by the continuity of the scalar product.
The inclusion “⊃” in (6.6) is clear. For the converse inclusion let x ∈ Haap with
x ⊥ Hkr. Let Puni be the orthogonal projection onto Huni. Since SnPunix =
PuniS

nx, we see that Punix ∈ Haap and hence Punix ∈ Hkr by Proposition 6.18,
leading to Punix = 0. We have shown x ∈ Hcnu. Thus by Proposition 6.11,
limn→∞ Snx = 0 weakly. Since x ∈ Haap, there exists a subsequence (nj)j∈N of
N an z ∈ H such that limj→∞ Snjx = z. Uniqueness of the weak limit implies
z = 0. Since this holds for every convergent subsequence of the orbit (Snx)n∈N0

,
we conclude limn→∞ Snx = 0.

The Jacobs–de Leeuw–Glicksberg decomposition can be elaborated in the far
more general setting of weakly compact operator semigroups on Banach spaces.
Some elements of this theory, with much less elementary proofs than in this lecture,
can be found, for instance, in [36, Ch. 16] or [34, Sec. I.1]. The original papers are

due to Jacobs[63], Glicksberg and de Leeuw[28][29].

Exercises

Exercise 6.1 (Weakly stable part). Let S ∈ L (H) be a contraction on a Hilbert
space. Define

Hws := {x ∈ H : Snx→ 0 weakly}.
Prove that Hws is a closed S-invariant subspace of H.

Exercise 6.2 (Norm stable part). Let S ∈ L (H) be a contraction on a Hilbert
space. Define

Hs := {x ∈ H : Snx→ 0 in norm}.
Prove that Hs is a closed S-invariant subspace of H.

Exercise 6.3 (Weak stability). Let S ∈ L (H) be a unitary operator on a Hilbert
space, and let x ∈ H. Prove that Snx→ 0 weakly if and only if S∗nx→ 0 weakly.
Is this equivalence true for contractions or isometries?

Exercise 6.4 (Weak stability). Let D,D′ ⊂ H be subsets in a Hilbert space H
such that lin(D) = H and D′ = H. For n ∈ N let Sn ∈ L (H) be a contraction.
Show that the following assertions are equivalent.

(i) Snx→ 0 weakly for every x ∈ D.
(ii) Snx→ 0 weakly for every x ∈ H.
(iii) (Snx|y)→ 0 for every x ∈ D, y ∈ D′.
Exercise 6.5 (Compact N-orbits). Let H be a Hilbert space and let S ∈ L (H)
be a contraction. Prove that

Haap(S) =
{
x ∈ H : {Snx : n ∈ N0} ⊂ H is relatively compact

}
is a closed, S-invariant subspace of H. Is this subspace S-reducing?

[63] K. Jacobs, Ergodentheorie und fastperiodische Funktionen auf Halbgruppen, Math. Z.
64 (1956), 298–338.

[28] K. de Leeuw and I. Glicksberg, Almost periodic compactifications, Bull. Amer. Math.
Soc. 65 (1959), 134–139.

[29] K. de Leeuw and I. Glicksberg, Applications of almost periodic compactifications, Acta
Math. 105 (1961), 63–97.
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Exercise 6.6 (Compact Z-orbits). Let H be a Hilbert space and let S ∈ L (H)
be a unitary operator. Prove that

Hap(S) =
{
x ∈ H : {Snx : n ∈ Z} ⊂ H is relatively compact

}
is a closed, S-reducing subspace of H. Prove that in general Hap ( Haap, and
give an example with equality here. (The vectors x ∈ Hap(S) are called almost
periodic.)

Exercise 6.7 (Almost weakly stable part). Let H be a Hilbert space and let
S ∈ L (H) be contraction. Prove that Haws(S) is a closed S-invariant subspace of
H. Show furthermore that for each k ∈ N we have

Haws(S) = Haws(S
k).

Exercise 6.8 (Unitary multiplication operators). Let µ ∈ M(T) be a positive mea-
sure. Consider the multiplication operator Mz : L2(T, µ) → L2(T, µ). Determine
the Kronecker and the almost weakly stable parts, and the corresponding orthogo-
nal projections.

Exercise 6.9 (Multiplication operators). Let (X,µ) be a finite measure space
and let m : X → D be a measurable function, where D is the closed unit disc
in C. Consider the multiplication operator Mm : L2(X,µ) → L2(X,µ), f 7→ mf .
Determine the unitary and the completely non-unitary parts, and the corresponding
orthogonal projections.

Exercise 6.10 (Two-sided shift). Consider the left shift on `2(Z). Determine the
Kronecker and the almost weakly stable parts.

Exercise 6.11 (One-sided shifts). Consider the left and right shifts on `2(N0).
Determine the Kronecker and the almost weakly stable parts.





LECTURE 7

Classical ergodic theorems and more

In this lecture we study convergence of ergodic averages and present the classical
ergodic theorems due to von Neumann[112] and Birkhoff[7] from 1933, along with
some of their extensions. Let S be a linear operator on a Banach space. For every
N ∈ N, the operator

AN :=
1

N

N−1∑
n=0

Sn

is called the Nth ergodic average or Cesàro average of S. We are interested in
the convergence (in various senses) of these ergodic averages as N → ∞ and in a
description of the limit.

1. The mean ergodic theorem

Let us begin with a simple observation. Every λ ∈ T with λ 6= 1 satisfies∣∣∣∣∣ 1

N

N−1∑
n=0

λn

∣∣∣∣∣ =

∣∣∣∣ λN − 1

N(λ− 1)

∣∣∣∣ ≤ 2

N |λ− 1| .

On the other hand, 1
N

∑N−1
n=0 1n = 1 for every N ∈ N. Thus we have

lim
N→∞

1

N

N−1∑
n=0

λn =

{
1, if λ = 1,

0, otherwise.

(What is the geometric meaning of 1
N

∑N−1
n=0 λ

n?) Thus convergence holds in both
cases λ = 1 and λ 6= 1, but to different values and by different reasons. Such a
phenomenon we shall see several times later and even twice (or more) in this lecture.

Let us recall from Lecture 6 von Neumann’s decomposition for a Hilbert space
contraction S ∈ L (H). Theorem 6.6 yields the orthogonal decomposition

H = Fix(S)⊕ rg(I − S).

Evidently, for x ∈ Fix(S) the ergodic averages satisfy ANx = x. As a first step we

characterize the elements of rg(I − S).

Proposition 7.1 (Characterization of the complement of the fixed component).
Let S ∈ L (H) be a contraction on a Hilbert space. Then x ⊥ Fix(S), i.e., x ∈
rg(I − S) holds if and only if

(7.1) lim
N→∞

1

N

N−1∑
n=0

Snx = 0.

[112] J. von Neumann, Proof of the quasi-ergodic hypothesis., Proc. Natl. Acad. Sci. USA
18 (1932), 70–82 (English).

[7] G. D. Birkhoff, Proof of the ergodic theorem., Proc. Natl. Acad. Sci. USA 17 (1931),
656–660 (English).
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Proof. For each N ∈ N we have

(7.2) (I − S)

N−1∑
n=0

Sn =

N−1∑
n=0

Sn(I − S) =

N−1∑
n=0

(Sn − Sn+1) = I − SN .

Since ‖SN‖ ≤ 1 for each N ∈ N, we conclude that for x = (I − S)y ∈ rg(I − S)∥∥∥ 1

N

N−1∑
n=0

Snx
∥∥∥ ≤ 2‖y‖

N
,

and the validity of (7.1) follows. Since all ergodic averages are contractions, (7.1)

holds also for all x ∈ rg(I − S) (see Exercise 1.3).

From (7.2) we conclude that

I − 1

N

N−1∑
n=0

Sn =
1

N

N−1∑
n=0

(I − Sn) =
1

N

N−1∑
n=0

(I − S)

n−1∑
j=0

Sj .

Hence for each x ∈ H we have

x =
1

N

N−1∑
n=0

Snx+
1

N
(I − S)

N−1∑
n=0

n−1∑
j=0

Sjx.

Now if x satisfies (7.1), then

x = lim
N→∞

(I − S)
1

N

N−1∑
n=0

n−1∑
j=0

Sjx,

therefore x ∈ rg(I − S).

Thus, we see that only the part Fix(S) contributes to the limit of ergodic averages
with non-zero values, and the limit does not change if we project the function onto
Fix(S). For this reason Fix(S) is called characteristic for the ergodic averages
(AN )N∈N. We immediately obtain the first ergodic theorem.

Theorem 7.2 (Von Neumann’s mean ergodic theorem for contractions). For a
contraction S ∈ L (H) on a Hilbert space H

(7.3) lim
N→∞

1

N

N−1∑
n=0

Snx = PFix(S)x for each x ∈ H,

where PFix(S) is the orthogonal projection onto the fixed space Fix(S).

Proof. Convergence in (7.3) clearly holds for every x ∈ Fix(S). By von Neumann’s
decomposition and linearity, it remains to show that (7.3) holds for every x ∈
rg(I − S) with limit zero. But this is exactly Proposition 7.1.

This assertion can be strengthened slightly, see Exercise 7.2.

Corollary 7.3. For a contraction S ∈ L (H) on a Hilbert space H and for each
x ∈ H

lim
N→∞

1

N

N−1∑
n=0

Sn+Mx = PFix(S)x uniformly in M ∈ N.

Another corollary characterizes ergodicity of a measure-preserving system in
terms of the limit of ergodic averages.

Corollary 7.4 (Characterization of ergodicity). Let (X,µ, T ) be a measure-preser-
ving system, let T denote the corresponding Koopman operator on L2(X,µ). Then
the following assertions are equivalent.
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(i) The measure-preserving system (X,µ, T ) is ergodic.
(ii) For every f ∈ L2(X,µ) one has

lim
N→∞

1

N

N−1∑
n=0

Tnf =

∫
X

f dµ · 1 in L2(X,µ).

Proof. If (ii) holds, then by the mean ergodic theorem every T -invariant function
in L2(X,µ) is constant, therefore the system is ergodic.

Assume now that the system is ergodic and let f ∈ L2(X,µ). By the mean

ergodic theorem, the limit of 1
N

∑N−1
n=0 T

nf exists and equals PFix(T )f which is a
constant function by ergodicity. Moreover, this constant function satisfies

(PFix(T )f |1) = (f |1) =

∫
X

f dµ,

implying (ii).

An operator S ∈ L (E) on a Banach space E is called mean ergodic if the limit

Px := lim
N→∞

1

N

N−1∑
n=0

Snx exists for all x ∈ E.

In this case, P is a projection onto Fix(S) called the mean ergodic projection
of S (see Exercise 7.5). In fact, many more operators are mean ergodic than just
contractions on Hilbert spaces, see, e.g., [34, Sec. I.2.1] or [36, Ch. 8]. An important
class is that of contractions on reflexive Banach spaces. We mention here, without
proof, only the following characterization.

Proposition 7.5 (Characterization of mean ergodicity). Let S ∈ L (E) be a con-
traction on a Banach space E. Then the following assertions are equivalent.

(i) S is mean ergodic.

(ii) E = Fix(S)⊕ rg(I − S).
(iii) Fix(S) separates Fix(S′).

Remark 7.6. Since the L1-norm is dominated by the L2-norm by the Cauchy–
Schwarz inequality, the mean ergodic theorem implies that the Koopman operator
T for a measure-preserving system (X,µ, T ) is mean ergodic on L1(X,µ). By
similar methods one can directly show that T is mean ergodic on every Lp(X,µ),
p ∈ [1,∞), see Exercise 7.3.

2. Uniform convergence for uniquely ergodic systems

Recall from Lecture 3 that a topological system (K,T ) is called uniquely ergodic
if it has a unique invariant probability measure, which is then a fortiori ergodic. For
such systems one has a stronger convergence of ergodic averages. Before discussing
this we introduce a new notion.

Definition 7.7. Let (K,T ) be a topological system. A sequence (µN )N∈N in M(K)
is called asymptotically T -invariant if

lim
N→∞

|〈f ◦ T, µN 〉 − 〈f, µN 〉| = 0

holds for every f ∈ C(K).

The following easy but important lemma explains the use of such sequences.

Lemma 7.8. Every accumulation point of an asymptotically T -invariant sequence
of measures is an invariant measure.
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The proof is left as Exercise 7.6.

A crucial step in the proof of the Krylov–Bogolyubov theorem (see Theorem 2.26)

was to show that 1
N

∑N−1
n=0 δTnx defines an asymptotically T -invariant sequence

of measures. The following is a slightly more general statement, which helps to
produce invariant measures with particular properties.

Lemma 7.9 (Examples of asymptotically invariant sequences). Let (K,T ) be a
topological system and let (νn)n∈N be a sequence of probability measures in M(K).
Then the measures µN , N ∈ N, defined by

µN :=
1

N

N−1∑
n=0

Tn∗ νN

form an asymptotically T -invariant sequence.

The proof is left as Exercise 7.7. The following is a version of the pointwise ergodic
theorem (coming later) for uniquely ergodic systems and continuous functions.

Theorem 7.10 (Uniform convergence for uniquely ergodic systems). Let (K,T )
be a uniquely ergodic topological system with (unique) invariant probability measure
µ ∈ M(K). Then for every f ∈ C(K)

lim
N→∞

1

N

N−1∑
n=0

Tnf =

∫
K

f dµ · 1 in the supremum norm.

Proof. Observe that for x ∈ K with

µN :=
1

N

N−1∑
n=0

δTnx =
1

N

N−1∑
n=0

Tn∗ δx

we have

1

N

N−1∑
n=0

f(Tnx) =
1

N

N−1∑
n=0

〈f, δTnx〉 = 〈f, µN 〉.

By Lemma 7.9 the sequence (µN )N∈N of probability measures is asymptotically
T -invariant. Thus every accumulation point of (µN )N∈N is an invariant probability
measure (Lemma 7.8), which has to be equal to µ by unique ergodicity. Thus we
have

1

N

N−1∑
n=0

f(Tnx) =
1

N

N−1∑
n=0

〈f, δTnx〉 → 〈f, µ〉 as N →∞

for every x ∈ K.

It remains to show that this convergence is uniform in x. Assume the contrary,
i.e., that there exists f ∈ C(K) and ε > 0 such that for every N0 ∈ N there exist
N > N0 and xN ∈ K with

(7.4)
∣∣∣ 1

N

N−1∑
n=0

f(TnxN )−
∫
K

f dµ
∣∣∣ =

∣∣〈f, µN − µ〉∣∣ ≥ ε,
where µN := 1

N

∑N−1
n=0 δTnxN . However, the sequence (µN )N∈N of probability mea-

sures is asymptotically invariant by Lemma 7.9 with the unique accumulation point
µ, contradicting (7.4).

In fact, pointwise convergence of ergodic averages characterizes unique ergod-
icity.
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Proposition 7.11. Let (K,T ) be a topological system and suppose that for each
f ∈ C(K) there is a number Cf ∈ C such that

lim
N→∞

1

N

N−1∑
n=0

f(Tnx) = Cf for each x ∈ K.

Then (K,T ) is uniquely ergodic.

Proof. For µ ∈ M1(K,T ), by the dominated convergence theorem, we conclude
that

Cf =

∫
K

lim
N→∞

1

N

N−1∑
n=0

f(Tnx) dµ = lim
N→∞

1

N

N−1∑
n=0

∫
K

f(Tnx) dµ = 〈f, µ〉

for every f ∈ C(K). Thus any two T -invariant probability measures are equal, i.e.,
(K,T ) is uniquely ergodic.

Corollary 7.12 (Characterization of unique ergodicity). Let (K,T ) be a topological
system.

(a) (K,T ) is uniquely ergodic if and only if the Koopman operator T is mean ergodic
on C(K) with Fix(T ) = C1.

(b) (K,T ) is uniquely ergodic and the unique invariant probability measure µ has
full support, i.e., satisfies supp(µ) = K if and only if (K,T ) is minimal and
the Koopman operator is mean ergodic on C(K).

The proof of this corollary is left as Exercise 7.9.

3. The polynomial mean ergodic theorem

In this section we study the L2-mean convergence of the so-called polynomial
ergodic averages and prove the following result.

Theorem 7.13 (Polynomial mean ergodic theorem for isometries). Let P be a
polynomial with integer coefficients such that P (N0) ⊂ N0. For an isometry S ∈
L (H) on a Hilbert space H the polynomial ergodic averages

(7.5)
1

N

N−1∑
n=0

SP (n)x

converge for every x ∈ H. Moreover, non-constant polynomials P satisfy

(7.6) lim
N→∞

1

N

N−1∑
n=0

SP (n)x = 0 if x ⊥ Hrat.

For convenience, we simply call polynomials P as in the statement integer
polynomials. Of course, the assertion remains true if the condition P (N0) ⊂ N0

is relaxed to P (N0 + m) ⊂ N0 for some fixed m ∈ N; in this case one has to start
averaging from m and not from 0.

Remark 7.14. Similarly to how the fixed space is characteristic for the averages
in the mean ergodic theorem, we say that the rational spectrum component is
characteristic for polynomial ergodic averages. This is justified by the fact the
limit of (7.5) remains unchanged when replacing x by the projection PHrat

x onto
the rational spectrum component Hrat.

We need the following technical but very useful result which helps to control
the norm of the averages of a sequence via the averages of the correlation between
the members of the sequence.
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Lemma 7.15 (Van der Corput’s inequality, finitary version). Let H be a Hilbert
space, let N ∈ N0 and let u0, . . . , uN−1 ∈ H. Then for each J ∈ {1, . . . , N − 1}∥∥∥∥∥

N−1∑
n=0

un

∥∥∥∥∥
2

≤ N + J

J

N−1∑
n=0

‖un‖2 +
2(N + J)

J2

J−1∑
h=1

(J − h) Re

N−h−1∑
n=0

(un+h|un).

Proof. For the sake of convenience set un := 0 for n ∈ Z \ {0, . . . , N − 1}. We have
for each h ∈ {0, . . . , J − 1} that

N−1∑
n=0

un =

N+J−1∑
n=0

un−h.

Summing up these identities for h = 0, . . . , J − 1 we conclude

J

N−1∑
n=0

un =

J−1∑
h=0

N+J−1∑
n=0

un−h =

N+J−1∑
n=0

J−1∑
h=0

un−h.

Therefore, by the Cauchy–Schwarz inequality, we can write

(7.7) J2

∥∥∥∥∥
N−1∑
n=0

un

∥∥∥∥∥
2

≤
(
N+J−1∑
n=0

∥∥∥∥∥
J−1∑
h=0

un−h

∥∥∥∥∥
)2

≤ (N + J)

N+J−1∑
n=0

∥∥∥∥∥
J−1∑
h=0

un−h

∥∥∥∥∥
2

.

Next, we make the following computations:

N+J−1∑
n=0

∥∥∥∥∥
J−1∑
h=0

un−h

∥∥∥∥∥
2

=

N+J−1∑
n=0

J−1∑
h=0

‖un−h‖2 + 2Re

J−1∑
i=0

i−1∑
j=0

N+J−1∑
n=0

(un−i|un−j)

= J

N−1∑
n=0

‖un‖2 + 2Re

J−1∑
i=0

i−1∑
j=0

N+i−1∑
n=i

(un−i|un−j)

= J

N−1∑
n=0

‖un‖2 + 2Re

J−1∑
i=0

N−1∑
n=0

i−1∑
j=0

(un|un+i−j).

After substituting h := i− j and collecting the formally identical terms (of which,
for every h ∈ {1, . . . , J − 1} there are as many as J −h) we can continue as follows:

N+J−1∑
n=0

∥∥∥∥∥
J−1∑
h=0

un−h

∥∥∥∥∥
2

= J

N−1∑
n=0

‖un‖2 + 2Re

J−1∑
h=1

(J − h)

N−1∑
n=0

(un|un+h)

= J

N−1∑
n=0

‖un‖2 + 2Re

J−1∑
h=1

(J − h)

N−h−1∑
n=0

(un|un+h).

Inserting this back into (7.7) and dividing by J2 yield the assertion.

By passing to limits in van der Corput’s inequality we directly obtain the
following powerful result.

Lemma 7.16 (Van der Corput’s lemma). For a Hilbert space H and a bounded
sequence (un)n∈N in H we have the inequality

lim sup
N→∞

∥∥∥∥∥ 1

N

N−1∑
n=0

un

∥∥∥∥∥
2

≤ 2 lim inf
J→∞

1

J

J−1∑
h=0

lim sup
N→∞

1

N

∣∣∣∣∣
N−1∑
n=0

(un|un+h)

∣∣∣∣∣.
In particular,

lim inf
J→∞

1

J

J−1∑
h=0

lim sup
N→∞

1

N

∣∣∣∣∣
N−1∑
n=0

(un|un+h)

∣∣∣∣∣ = 0 =⇒ lim
N→∞

1

N

N−1∑
n=0

un = 0.
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Proof. By van der Corput’s inequality we can write

(7.8)
1

N2

∥∥∥∥∥
N−1∑
n=0

un

∥∥∥∥∥
2

≤ N + J

JN2

N−1∑
n=0

‖un‖2+
2(N + J)

J2N2

J−1∑
h=1

(J−h)

∣∣∣∣∣
N−h−1∑
n=0

(un+h|un)

∣∣∣∣∣.
Let h ∈ N be fixed. Then, since the sequence (un)n∈N is bounded,

γh := lim sup
N→∞

1

N

∣∣∣∣∣
N−h−1∑
n=0

(un|un+h)

∣∣∣∣∣ = lim sup
N→∞

1

N

∣∣∣∣∣
N−1∑
n=0

(un|un+h)

∣∣∣∣∣.
Now, if J ∈ N is fixed, then for the second term on the right-hand side of (7.8)

lim sup
N→∞

2(N + J)

NJ2

J−1∑
h=1

(J − h)
1

N

∣∣∣∣∣
N−h−1∑
n=0

(un+h|un)

∣∣∣∣∣ ≤ 2

J2

J−1∑
h=1

(J − h)γh ≤
2

J

J−1∑
h=0

γh,

and for the first term on the right-hand side of (7.8)

lim sup
N→∞

N + J

JN2

N−1∑
n=0

‖un‖2 ≤
1

J
sup
n∈N0

‖un‖2.

Take now lim supN→∞ in the inequality (7.8), and take the previous two estimates,
being true for every J ∈ N, into account to conclude

lim sup
N→∞

1

N2

∥∥∥∥∥
N−1∑
n=0

un

∥∥∥∥∥
2

≤ lim
J→∞

1

J
sup
n∈N0

‖un‖2+2 lim inf
J→∞

1

J

J−1∑
h=0

γh = 2 lim inf
J→∞

1

J

J−1∑
h=0

γh.

The proof is complete.

Remark 7.17. The constant 2 before lim inf is not optimal. It can be proved that

lim sup
N→∞

∥∥∥∥∥ 1

N

N−1∑
n=0

un

∥∥∥∥∥
2

≤ lim inf
J→∞

1

J

J−1∑
h=0

lim sup
N→∞

1

N
Re

N−1∑
n=0

(un|un+h).

We have now all the tools to prove the announced polynomial mean ergodic
theorem for isometries.

Proof of Theorem 7.13. We use the rational spectrum decomposition from Chapter

6 and define AN := 1
N

∑N−1
n=0 S

P (n). Let λ ∈ T be rational, i.e., λk = 1 for some
k ∈ N, and let x ∈ H satisfy Sx = λx. Observe that

P (n+ k) ≡ P (n) mod k

holds for every n ∈ N (check this first for monomials). By the equality SP (n)x =
λP (n)x, the sequence (SP (n)x)n∈N is k-periodic and hence Cesàro convergent by
Proposition 4.13(d). Since for each N ∈ N the operators AN are contractions, by
linearity we obtain that the sequence (ANx)N∈N converges for every x ∈ Hrat.

It remains to show (7.6). We prove this by induction on the degree d := deg(P ) of
the polynomial P . For d = 1, i.e., when P (n) = an + b for some a, b ∈ N0, a 6= 0
we have

1

N

N−1∑
n=0

SP (n)x = Sb
( 1

N

N−1∑
n=0

(Sa)nx
)
.

Let x ∈ H be such that x ⊥ Hrat. Then, by Lemma 6.8, we have x ⊥ Fix(Sa).
Now the validity of (7.6) follows from Proposition 7.1 applied to Sa.

Let d ≥ 2 and assume that (7.6) holds for all integer polynomials of degree smaller
than d. Let x ⊥ Hrat and let P be as in the assertion with deg(P ) = d. Consider
un := SP (n)x for n ∈ N, which form a bounded sequence in H. Define Qh(·) :=
P (· + h) − P (·). Then Qh is a polynomial with integer coefficients and satisfies
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deg(Qh) < deg(P ). Observe that for large enough h we have Qh(N0) ⊂ N0. Since
S is an isometry, it follows for large enough h that

(un+h|un) = (SP (n+h)x|SP (n)x) = (SP (n+h)−P (n)x|x) = (SQh(n)x|x).

By the induction hypothesis we conclude that

γh := lim sup
N→∞

∣∣∣ 1

N

N−1∑
n=0

(un+h|un)
∣∣∣ = lim sup

N→∞

∣∣∣ 1

N

N−1∑
n=0

(SQh(n)x|x)
∣∣∣ = 0.

Therefore, (7.6) follows from the van der Corput Lemma 7.16.

Remark 7.18. Using the theory of unitary dilations (which we have finally decided
not to include into these lectures) one can easily show that the assertions of Theorem
7.13 holds for all contractions on Hilbert spaces. A recent result of ter Elst and
Müller [109] extends this to all power bounded operators on Hilbert spaces. The
case of contractions on reflexive spaces (in particular on Lp-spaces) is still open.

4. The pointwise ergodic theorem

We now return to measure-preserving systems and prove the famous pointwise
ergodic theorem.

Theorem 7.19 (Birkhoff’s pointwise ergodic theorem). Let (X,µ, T ) be a measure-
preserving system. Then for every f ∈ L1(X,µ), the limit

(7.9) lim
N→∞

1

N

N−1∑
n=0

f(Tnx)

exists for µ-almost every x ∈ X. Moreover, the system (X,µ, T ) is ergodic if and
only if for every f ∈ L1(X,µ) the above limit equals

∫
X
f dµ µ-almost everywhere.

The proof of the last part (characterization of ergodicity) is left as Exercise 7.12.

Remark 7.20. Specializing f := 1A provides that for ergodic systems

lim
N→∞

|{n ≤ N : Tnx ∈ A}|
N

= lim
N→∞

1

N

N−1∑
n=0

1A(Tnx) =

∫
X

1A dµ = µ(A),

i.e., time mean (on the left) equals space mean (on the right) for a.e. x ∈ X,
providing the proof of the quasi-ergodic hypothesis for ergodic systems and almost
every initial state.

There are several, substantially different, proofs of the pointwise ergodic the-
orem. We present one which is relatively long but very structured and, most im-
portantly, the developed techniques will be useful later. To show the main part of
Theorem 7.19, we begin with the following observation. Define for the Koopman
operator T and for N ∈ N

AN :=
1

N

N−1∑
n=0

Tn,

and consider the subspace

D := Fix(T )⊕ (I − T )L∞(X,µ) ⊂ L1(X,µ).

Then D is dense in L2(X,µ) and hence in L1(X,µ) by von Neumann’s decomposi-
tion (Theorem 6.6). By carefully inspecting the proof of the mean ergodic theorem,
we see that for every f ∈ D the ergodic averages converge in the essential supre-
mum norm and hence almost everywhere. Indeed, by the identity in (7.2) we have
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for each f ∈ Fix(T ), each g = (I−T )h with h ∈ L∞(X,µ) and almost every x ∈ X
that ∣∣∣ 1

N

N−1∑
n=0

(Tn(f + g))(x)− f(x)
∣∣∣ =

∣∣∣ 1

N

N−1∑
n=0

(Tng)(x)
∣∣∣

=
1

N

∣∣h(x)− (TNh)(x)
∣∣ ≤ 2‖h‖∞

N
.

(Note that one has to argue with a function f ∈ L 1(X,µ) representing the corre-
sponding equivalence class in L1(X,µ).) Thus it remains to show that the set

(7.10) F :=
{
f ∈ L1(X,µ) : lim

N→∞
ANf exists a.e.

}
is closed in L1(X,µ).

To show this approximation result for the almost everywhere convergence, we
introduce the following notion. For a sequence (SN )N∈N of linear operators on
L1(X,µ) the corresponding maximal operator is defined by

S∗ : L1(X,µ)→ L0(X,µ), S∗f := sup
N∈N
|SNf |,(7.11)

where the supremum is defined pointwise. Although this operator is not linear
(why?), it has two important properties:

(1) S∗(αf) = |α| · S∗f for each α ∈ C and f ∈ L1(X,µ),
(2) S∗(f + g) ≤ S∗f + S∗g for each f, g ∈ L1(X,µ),

see Exercise 7.11.

Definition 7.21. Let (SN )N∈N be a sequence of operators on L1(X,µ). We say
that the maximal operator S∗ satisfies a maximal inequality if there exists a
function c : (0,∞)→ [0,∞] with limλ→∞ c(λ) = 0 and

(7.12) µ[S∗f > λ] ≤ c(λ) for each λ > 0 and f ∈ L1(X,µ) with ‖f‖1 ≤ 1.

The following shows the importance of maximal inequalities in the study of
almost everywhere convergence of ergodic averages.

Proposition 7.22 (Banach’s principle). Let (SN )N∈N be a sequence of linear oper-
ators on L1(X,µ) for some probability space (X,µ). If the corresponding maximal
operator satisfies a maximal inequality, then the set

F :=
{
f ∈ L1(X,µ) : lim

N→∞
SNf exists a.e.

}
is a closed linear subspace of L1(X,µ).

Proof. It is clear that F is a linear subspace of L1(X,µ). To show the closedness,
take f ∈ F (we may suppose f 6∈ F ) and a sequence (fn)n∈N in F with fn → f
in L1(X,µ). We need to show that (SNf)N∈N is a.e. a Cauchy sequence in C, i.e.,
that

h := lim sup
k,l→∞

|Skf − Slf | = 0 almost everywhere.

For k, l, n ∈ N we have

|Skf − Slf | ≤ |Sk(f − fn)|+ |Skfn − Slfn|+ |Sl(fn − f)|
≤ 2S∗(f − fn) + |Skfn − Slfn|.

By the hypothesis that fn ∈ F we conclude

h = lim sup
k,l→∞

|Skf − Slf | ≤ 2S∗(f − fn) + lim sup
k,l→∞

|Skfn − Slfn| = 2S∗(f − fn).
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Let λ > 0. By the above and the maximal inequality it follows that

µ[h > 2λ] ≤ µ[S∗(f − fn) > λ] ≤ c
(

λ
‖f−fn‖1

)
→ 0 as n→∞.

Thus µ[h > 2λ] = 0 holds for every λ > 0, i.e., h = 0 almost everywhere.

We now come back to the measure-preserving system (X,µ, T ) with the ergodic
averages (AN )N∈N of the Koopman operator T and shall prove that the correspond-
ing maximal operator satisfies the maximal inequality with c(λ) = 1

λ . The following
is the key result to achieve this.

Theorem 7.23 (Maximal ergodic theorem). Let (X,µ, T ) be a measure-preserving
system with Koopman operator T in L1(X,µ). Define for n ∈ N

Sn :=

n−1∑
j=0

T j .

Let f ∈ L1(X,µ) be real valued and set EN := [Snf > 0 for some n ≤ N ]. Then
for every N ∈ N ∫

EN

f dµ ≥ 0.

As a consequence, for E := [Snf > 0 for some n ∈ N]

(7.13)

∫
E

f dµ ≥ 0.

Proof. The last assertion follows from the first one and the facts that EN ⊂ EN+1

for each N ∈ N and E =
⋃
N∈NEN .

To show the first assertion, set f0 := 0, fn := Sn−1f for n ∈ N, and for N ∈ N
define the function

FN := max{f0, f1, . . . , fN}.
The functions FN satisfy TFN +f ≥ Tfn+f = fn+1 for every n ≤ N . This implies

TFN + f ≥ max{f1, . . . , fN}.

If x ∈ EN , i.e., FN (x) > 0, then

max{f1(x), . . . , fN (x)} = max{f0(x), f1(x), . . . , fN (x)}

and therefore it follows that

TFN + f ≥ FN on EN .

Since FN ≥ 0, and hence TFN ≥ 0, and since FN = 0 on X \ EN , we conclude∫
EN

f dµ ≥
∫
EN

FN dµ−
∫
EN

TFN dµ =

∫
X

FN dµ−
∫
EN

TFN dµ

≥
∫
X

FN dµ−
∫
X

TFN dµ = 0,

proving the assertion.

We now can prove the desired maximal inequality.
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Corollary 7.24 (Maximal inequality). Let (X,µ, T ) be a measure-preserving sys-
tem with ergodic averages (AN )N∈N and the corresponding maximal operator A∗

and f ∈ L1(X,µ). Then the following inequality holds:

µ[A∗f > λ] ≤ ‖f‖1
λ

for all λ > 0.

In particular, A∗ satisfies the maximal inequality with c(λ) := 1
λ .

Proof. Let λ > 0 and consider the real-valued function g := |f | − λ. Observe that

g + · · ·+ Tn−1g > 0 ⇐⇒ |f |+ · · ·+ Tn−1|f | > nλ ⇐⇒ 1

n

n−1∑
j=0

T j |f | > λ.

Thus the maximal ergodic theorem (Theorem 7.23) implies for the set

E :=
[ 1

n

n−1∑
j=0

T j |f | > λ for some n ∈ N
]

that ∫
E

(|f | − λ) dµ ≥ 0.

Therefore we obtain

‖f‖1 ≥
∫
E

|f | dµ ≥ λ · µ
[ 1

n

n−1∑
j=0

T j |f | > λ for some n ∈ N
]

≥ λ · µ
[∣∣∣ 1
n

n−1∑
j=0

T jf
∣∣∣ > λ for some n ∈ N

]
= λ · µ[A∗f > λ].

The proof is complete.

We summarize the proof of the pointwise ergodic theorem.

Proof of Theorem 7.19. By von Neumann’s decomposition (Theorem 6.6) and by
the proof of von Neumann’s mean ergodic theorem, the ergodic averages converge
a.e. on the dense subset

D := Fix(T )⊕ (I − T )L∞(X,µ)

of L1(X,µ). By the maximal inequality (Corollary 7.24) and Banach’s princi-
ple (Proposition 7.22), the ergodic averages converge a.e. on the closure of D in
L1(X,µ), i.e., on the whole L1(X,µ).

We remark that neither the previous nor other proofs of the pointwise ergodic
theorem give a description of the points for which the convergence actually holds.
For ergodic systems such points got their own name.

Definition 7.25. Let (X,µ, T ) be an ergodic measure-preserving system and f ∈
L1(X,µ). We call x ∈ X generic for f with respect to T if

lim
N→∞

1

N

N−1∑
n=0

f(Tnx) =

∫
X

f dµ.

Thus, the pointwise ergodic theorem says in particular that for ergodic systems
and for a function f ∈ L1(X,µ), the generic points form a set of full measure. (Note
that this set depends on the representative of the equivalence class.) Moreover, we
saw in Section 2 that a topological system (K,T ) is uniquely ergodic if and only if
for each f ∈ C(K) and each µ ∈ M1(K,T ) every point is generic.
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Remark 7.26 (Pointwise convergence of polynomial ergodic averages). (a) It is a
good exercise to go through the proof of Theorem 7.10 to make sure that it does
not work for polynomial ergodic averages. In fact, we do not know any result
on uniform (or even everywhere) convergence of polynomial ergodic averages
for good general topological systems (such as uniquely ergodic systems) in the
spirit of Theorem 7.10. Although for some classes of systems such as rotations
or, more generally, so-called nilrotations such results exist, see Leibman [80, 79].

(b) Also the proof of the pointwise ergodic theorem presented in Section 4 does not
go through for polynomial ergodic averages. Indeed, already the first step of
finding a good dense subset of functions for which a.e. convergence holds fails
(why?). Using much more complicated arguments using harmonic analysis,
Bourgain [12, 13, 17] showed in 1988 (using a maximal inequality) that the
polynomial ergodic averages converge a.e. for every f ∈ Lp(X,µ) where p ∈
(1,∞) is arbitrary. The case p = 1 was open until Buczolich and Mauldin
[21] showed in 2007 that the a.e. convergence fails in general (even for ergodic
measure-preserving systems) for p = 1 and P (n) = n2, see also Buczolich,
Mauldin [20] and LaVictoire [77].

Exercises

Exercise 7.1 (Mean ergodic theorem, proof via the spectral theorem). Prove von
Neumann’s mean ergodic theorem for unitary operators by means of the spectral
theorem. Restrict the investigation to a cyclic subspace.

Exercise 7.2 (Mean ergodic theorem). Prove Corollary 7.3.

Exercise 7.3 (Mean ergodicity of Koopman operators in Lp). Prove the assertion
of Remark 7.6. (Hint: For p > 2 estimate the Lp-norm by L2-norm for bounded
functions.)

Exercise 7.4. Which of the following operators is mean ergodic on the given
Banach space? Determine, where applicable, the mean ergodic projection.

(a) Left/right shift on `1(N).
(b) Left/right shift on the space c0(N) of null-sequences (with supremum norm).
(c) An isometric multiplication operator on `1(N).
(d) An isometric multiplication operator on c0(N) (with supremum norm).

Exercise 7.5 (Mean ergodic projection). Let S ∈ L (E) be a mean ergodic con-
traction on a Banach space E. Prove that

Px := lim
N→∞

1

N

N∑
n=0

Snx

defines a bounded, linear projection with rg(P ) = Fix(S) and ker(P ) = rg(I − S).

Exercise 7.6 (Asymptotically invariant sequences of measures). (a) Prove that a
topological system is uniquely ergodic if and only if every asymptotically T -
invariant sequence of probability measures converges to an invariant probability
measure.

(b) Prove the assertion of Lemma 7.8.

Exercise 7.7 (Asymptotic invariance). Let (K,T ) be a topological system and
(νn)n∈N be a sequence of probability measures in M(K). Then the sequence
(µN )N∈N of measures µN , N ∈ N, defined by

µN :=
1

N

N−1∑
n=0

Tn∗ νN ,
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is asymptotically T -invariant.

Exercise 7.8 (Uniform convergence of ergodic averages). (a) Does the statement
of Proposition 7.11 remain true without the assumption that the everywhere
limit of ergodic averages should be constant?

(b) Show that the assertion of Proposition 7.11 remains true if the ergodic averages
converge everywhere for every f in a dense subset of C(K).

Exercise 7.9 (Characterization of unique ergodicity). Prove Corollary 7.12.

Exercise 7.10 (Polynomial mean ergodic theorem). Consider the Hilbert space
H = `2(N) and sequence m ∈ `∞(N) with |mn| = 1 for each n ∈ N. Let P be an
integer polynomial and let S = Mm be the multiplication operator by m. Determine
the limit in the polynomial mean ergodic theorem for the isometry S.

Exercise 7.11 (Maximal operator). Let (X,µ) be a probability space and (SN )N∈N
be a sequence of linear operators on L1(X,µ). Show that the maximal operator S∗

defined by (7.11) has the following two properties:

(1) S∗(αf) = |α| · S∗f for each α ∈ C and f ∈ L1(X,µ),
(2) S∗(f + g) ≤ S∗f + S∗g for each f, g ∈ L1(X,µ).

Exercise 7.12 (Ergodicity and pointwise a.e. convergence). Deduce von Neu-
mann’s mean ergodic theorem for the Koopman operator of a measure-preserving
system from Birkhoff’s pointwise ergodic theorem. Prove that a measure-preserving
system (X,µ, T ) is ergodic if and only if the limit of ergodic averages equals

∫
X
f dµ

µ-almost everywhere for every f ∈ L1(X,µ).





LECTURE 8

Factors of measure-preserving systems

In this lecture we discuss factors of measure-preserving systems. A fundamental
tool is provided by Markov operators, which are briefly touched upon here, while
a more systematic treatment can be found in [36, Ch. 13]. We also present some
important examples of factors: the fixed factor, the rational spectrum factor, the
Kronecker factor and the Abramov factor.

1. Factors

We begin with motivating examples and some essential constructions.

Example 8.1 (Products). Let (X,µ, T ) and (Y, ν, S) be two measure-preserving
systems and consider the product probability space (X × Y, µ⊗ ν). The mapping

X × Y → X × Y, (x, y)→ (Tx, Sy)

is measure-preserving and yields the product system (X × Y, µ ⊗ ν, T × S) (see
Lemma 2.5). Analogously, one defines the product of finitely many measure-
preserving systems. Obviously, (Td,md, a) is a product of d one-dimensional torus
rotations.

Example 8.2 (Skew product). Let (X,µ, T ) be a measure-preserving system, let
(Y, ν) be a probability space and let ρ : X × Y → Y be measurable (where X × Y
is equipped with the product σ-algebra) such that y 7→ ρ(x, y) preserves ν for each
x ∈ X. Define

S : X × Y → X × Y, S(x, y) := (Tx, ρ(x, y)).

Then (X×Y, µ⊗ν, S) is a measure-preserving system, called the ρ-skew-product.
If Y = G is a compact group, ν = mG, the Haar measure, and ρ(x, ·) is a left rotation
for each x ∈ X, then the skew-product is called a group extension. A concrete
example of a group extension is the skew product (T2,m2, Ta) from Example 2.13
(recall: Ta(x, y) := (ax, xy) for a fixed a ∈ T).

The previous two examples share the common feature that the projection onto
the first component respect the dynamics. We give a name to this phenomenon.

Definition 8.3. Let (X,µ, T ) and (Y, ν, S) be two measure-preserving systems.
The system (Y, ν, S) is called a (point) factor of (X,µ, T ) (and (X,µ, T ) is called a
(point) extension of (Y, ν, S)) if there exists a measure-preserving map π : X → Y
such that S ◦ π = π ◦ T almost everywhere, i.e., such that the following diagram is
commutative (π is then called a (point) factor map).

X X

Y Y

-T

?

π

?

π

-S

89
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Example 8.4 (Products, skew rotation and group extensions). Each of the systems
(X,µ, T ) and (Y, ν, S) is a factor of the product system (X × Y, µ⊗ ν, T × S), the
factor map is given by the corresponding coordinate projections π1(x, y) := x or
π2(x, y) := y, respectively.

Analogously, the rotation system (T,m, a) is a factor of the skew rotation pre-
sented in Example 2.13. Generally, a group extension from Example 8.2 is indeed an
extension of the original system (X,µ, T ), explaining the name “group extension”.

The following proposition summarizes the properties of Koopman operators
induced by point factor maps. Recall the notation 〈f, g〉 =

∫
X
fg dµ for f ∈

L1(X,µ), g ∈ L∞(X,µ).

Proposition 8.5 (Koopman operators of point factor maps). Let π : (X,µ, T )→
(Y, ν, S) be a point factor map. The Koopman operator Sπ : L0(Y, ν) → L0(X,µ)
has the following properties.

(a) Sπf ≥ 0 for each positive f ∈ L0(Y, ν).
(b) Sπ(fg) = Sπ(f)Sπ(g) for each pair f, g ∈ L0(Y, ν).
(c) Sπ|f | = |Sπf | for every f ∈ L0(Y, ν).
(d) Sπ : L1(Y, ν)→ L1(X,µ) is an isometry.
(e) Sπ1 = 1.
(f) 〈Sπf,1〉 = 〈f,1〉 for each f ∈ L1(Y, ν), i.e., S′π1 = 1.
(g) Sπ intertwines the Koopman operators T and S.

We make some operator theoretic definitions out of these properties.

Definition 8.6. (a) Let (X,µ), (Y, ν) be probability spaces. A linear operator
S : L1(Y, ν)→ L1(X,µ) is called a Markov operator if
(1) S is positive, i.e., Sf ≥ 0 whenever f ≥ 0.
(2) S1 = 1.
(3) S′1 = 1, i.e., 〈Sf,1〉 = 〈f,1〉 for every f ∈ L1(Y, ν).
A Markov operator S is called a Markov homomorphism (or Markov em-
bedding) if |Sf | = S|f |, and a bijective Markov homomorphism is called a
Markov isomorphism.

(b) We call a measure-preserving system (Y, ν, S) a Markov factor (or sometimes
simply a factor) of (X,µ, T ), if there is a Markov homomorphism J : L1(Y, ν)→
L1(X,µ) intertwining the Koopman operators T and S, i.e., such that the
following diagram is commutative. In this case, we also say that (X,µ, T ) is a
(Markov) extension of (Y, ν, S).

L1(Y, ν) L1(Y, ν)

L1(X,µ) L1(X,µ)

-S

?
J

?
J

-T

We denote this by writing J : (L1(Y, ν), T )→ (L1(X,µ), S) and say that J is a
Markov homomorphism.

(c) Two measure-preserving systems (X,µ, T ) and (Y, ν, S) are called Markov
isomorphic if there is a Markov isomorphism J : L1(Y, ν) → L1(X,µ) inter-
twining the Koopman operators.

By the above the Koopman operator Sπ of a point factor map π is a Markov
homomorphism, and a point factor (Y, ν, S) is a Markov factor. Isomorphic systems
(see Lecture 2) are Markov isomorphic.



2. MARKOV OPERATORS AND A CHARACTERIZATION OF FACTORS 91

Remark 8.7. A measure-preserving system (X,µ, T ) is called standard if it is
(point) isomorphic to (Z, ν, S), where Z is a complete, separable, metric space and
ν is a Borel measure on Z. One can prove that for standard systems (X,µ, T ) and
(Y, ν, S) each Markov homomorphism J : (L1(Y, ν), S) → (L1(X,µ), T ) is induced
by a point factor map π : X → Y . Thus the two notions of factors coincide for
standard systems. This is yet another theorem of von Neumann, see [36, App. F]
for a proof due to M. Haase.

Proposition 8.8. A Markov factor (a point factor) of an ergodic measure-preser-
ving system is ergodic.

The proof is left as Exercise 8.7. The following classical result shows that skew
products from Example 8.2 represent a typical form of extensions.

Theorem 8.9 (Rokhlin skew product theorem). Let (X,µ, T ) be an ergodic mea-
sure-preserving system, let (Y, ν, S) be a factor of (X,µ, T ), and suppose that both
systems are standard. Then (X,µ, T ) is a ρ-skew-product of (Y, ν, S) and a standard
probability space along an appropriate ρ.

A proof can be found in [50, Thm. 3.18].

2. Markov operators and a characterization of factors

Our next aim is to give different characterizations of Markov homomorphisms,
and hence of factors. First we collect some general properties of Markov operators.

Proposition 8.10 (Basic properties of Markov operators). Let (X,µ) and (Y, ν)
be probability spaces and let S : L1(Y, ν) → L1(X,µ) be a positive operator, i.e.,
satisfying Sf ≥ 0 for each f ≥ 0.

(a) S maps real-valued functions to real-valued functions, and ReSf = SRef .
(b) S respects conjugation, i.e., Sf = Sf .
(c) If g ≤ f , then Sg ≤ Sf .
(d) |Sf | ≤ S|f | for every f ∈ L1(Y, ν).
(e) If S1 = 1, then it restricts to S : L∞(Y, ν)→ L∞(X,µ) and this restriction is

contractive with respect to the L∞-norms.
(f) If S′1 = 1, then S is contractive with respect to the L1-norms.
(g) If S is a Markov operator, then for each p ∈ [1,∞] and f ∈ Lp(Y, ν) we have
‖Sf‖p ≤ ‖f‖p.

Proof. The proof of the assertions (a)–(f) is left as Exercise 8.1, while (g) is handled
in Exercise 8.3.

It will be important to relate the different algebraic structures on L0(X,µ)
which are respected by Koopman operators. A subspace E ⊂ L0(X,µ) is called a
(vector) sublattice if f ∈ E implies |f | ∈ E, while a subspace E is a subalgebra
in L0(X,µ) if it is closed under multiplication, and E is conjugation invariant
if f ∈ E for every f ∈ E. For example, L∞(X,µ) is a subalgebra and for each
p ∈ [1,∞] the space Lp(X,µ) is a sublattice in L0(X,µ). Note that a subspace E is
conjugation invariant if and only if Ref ∈ E for every f ∈ E. Moreover, if f, g ∈ E
are real-valued and E is a sublattice, then

max{f, g} = 1
2 (f + g + |f − g|) ∈ E and min{f, g} = 1

2 (f + g − |f − g|) ∈ E.
The following result connects these two types of structure, a proof can be found,

e.g., in [36, Thm. 7.23].

Proposition 8.11 (Sublattices vs. subalgebras). (a) For a conjugation invariant,
closed subspace E ⊂ L∞(X,µ) with 1 ∈ E the following are equivalent.

(i) E is a subalgebra of L∞(X,µ).
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(ii) E is a sublattice of L∞(X,µ).
(b) Let E be a subalgebra as in (a), and let J : E → L∞(Y, ν) be a conjugation pre-

serving, linear operator with J1 = 1. The following assertions are equivalent.
(i) J is multiplicative, i.e., J(fg) = Jf · Jg for each pair f, g ∈ E.
(ii) J is a lattice homomorphism, i.e., J |f | = |Jf | for each f ∈ E.

Let S : L1(Y, ν) → L1(X,µ) be a Markov operator. The adjoint operator S′ :
L∞(X,µ)→ L∞(Y, ν) has the following properties: S′ is a positive operator, S′1 =
1 and 〈1, S′g〉 = 〈1, g〉 for every g ∈ L∞(X,µ). It follows that S′ is contractive for
the L1-norms (see Proposition 8.10), hence can be extended to the entire L1(X,µ)
by density, and the extension, still denoted by S′, is a Markov operator. We call
S′ : L1(X,µ) → L1(Y, ν) the Markov adjoint of S. Some basic properties are
summarized in Exercise 8.4.

Proposition 8.12 (Characterization of Markov homomorphisms). For a Markov
operator S : L1(Y, ν)→ L1(X,µ) the following assertions are equivalent.

(i) S is multiplicative on L∞(Y, ν).
(ii) S′S = I, the identity on L1(Y, ν).
(iii) S is an isometry with respect to the L1-norms.
(iv) S is a Markov homomorphism.

Proof. (i)⇒(ii): For f, g ∈ L∞(Y, ν) we have 〈Sf, Sg〉 = 〈S(fg),1〉 = 〈fg,1〉 =
〈f, g〉. This implies that S′Sf = f for f ∈ L∞(Y, ν), and (ii) follows by density.

The implication (ii)⇒(iii) follows from the facts that the Markov operators S and
S′ are contractive for the L1-norm. Indeed, ‖f‖1 = ‖S′Sf‖1 ≤ ‖Sf‖1 ≤ ‖f‖1.

(iii)⇒(iv): Let f ∈ L1(Y, ν). Since |Sf | ≤ S|f | and S is isometric, we must have
|Sf | = S|f |.
(iv)⇒(i) has been discussed in Proposition 8.11(b).

Remark 8.13. (a) Let S be a Markov homomorphism. Then S is isometric for
the Lp-norms for each p ∈ [1,∞].

(b) If S is a Markov operator which is isometric for the L2-norms (or for the Lp-
norms for some p ∈ [1,∞)), then S is a Markov homomorphism, see [36, Thm.
13.9].

Proposition 8.14 (Sublattices in L1 and subalgebras of L∞). (a) Let E be a clo-
sed, conjugation invariant sublattice in L1(X,µ) with 1 ∈ E. Then

F := L∞(X,µ) ∩ E
is a closed, conjugation invariant subalgebra in L∞(X,µ) and it is dense in E.

(b) Let F ⊂ L∞(X,µ) be a conjugation invariant, closed subalgebra with 1 ∈ E.
Then the L1-closure E of F is a closed sublattice of L1(X,µ).

(c) Let E be a closed, conjugation invariant sublattice in L1(X,X , µ) with 1 ∈ E.
Then there is a sub-σ-algebra X ′ of X such that E = L1(X,X ′, µ).

Proof. (a) The subspace F is clearly a conjugation invariant sublattice, and it is
closed in L∞(X,µ). Indeed, if ‖fn − f‖∞ → 0 as n → ∞ and fn ∈ F , then
‖fn − f‖1 ≤ ‖fn − f‖∞ → 0 and f ∈ E, since E is closed. Altogether we conclude
that f ∈ F . Let f ∈ E, by conjugation invariance we may suppose that f is
real-valued, and even that f ≥ 0. Then fn := min{n1, f} ∈ F converges to f by
Lebesgue’s dominated convergence theorem, which proves the density of F in E.

(b) is clear by Proposition 8.11 (note that the closure of a sublattice is a sublattice).

(c) Set F := L∞(X,µ) ∩E, which is then a closed subalgebra of L∞(X,µ) by part
(a). Define X ′ := {A ∈ X : 1A ∈ E} = {A ∈ X : 1A ∈ F}. It is easy to see that X ′
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is a sub-σ-algebra (exercise). The X ′-measurable simple functions belong to F ⊂ E,
and are dense in L1(X,X ′, µ). We conclude L1(X,X ′, µ) ⊂ E. For the converse
inclusion take f ∈ E. Since E is conjugation invariant we may suppose that f is
real-valued. Let α ∈ R, and define g := max{f − α1, 0} and fn := min{ng,1}.
Since E is a sublattice, we have g, fn ∈ E. By the monotone convergence theorem
we obtain that 1[f>α] = limn→∞ fn belongs to E. This, being true for each α ∈ R,
implies that f is X ′-measurable.

Remark 8.15. Of course, part (a) and (b) in the previous statement remain true
if one replaces the space L1(X,µ) by any of the spaces Lp(X,µ) with p ∈ [1,∞].

The main result of this section is the following characterization.

Proposition 8.16 (Characterization of factors). For two measure-preserving sys-
tems (X,µ, T ) and (Y, ν, S) the following assertions are equivalent.

(i) (Y, ν, S) is a factor of (X,µ, T ).
(ii) There exists a T -invariant sub-σ-algebra X ′ of X such that (Y,Y, ν, S) and

(X,X ′, µ, T ) are Markov isomorphic.

In particular, if both systems are standard, then (Y, ν, S) is a factor of (X,µ, T ) if
and only if (Y,Y, ν, S) is isomorphic to (X,X ′, µ, T ) for some T -invariant sub-σ-
algebra X ′ of X .

Proof. (i)⇒(ii): Let J : L1(Y, ν) → L1(X,µ) be a Markov homomorphism. Then
E = rg(J) is a closed, conjugation invariant sublattice of L1(X,µ). Since JS = TJ ,
we obtain that E is invariant under T . By Proposition 8.14 there is a sub-σ-algebra
X ′ of X such that E = L1(X,X ′, µ). Since E is T -invariant and T1A = 1T−1A

for each A ∈ X ′, we conclude that X ′ is T -invariant. Finally, J : L1(Y,Y, ν) →
L1(X,X ′, µ) is a Markov isomorphism.

The implication (ii)⇒(i) is trivial.

Proposition 8.17. Let (X,µ, T ) be a measure-preserving system, and let F ⊂
L∞(X,µ) be a closed, conjugation invariant and T -invariant subalgebra with 1 ∈ F .
Then there is a T -invariant sub-σ-algebra X ′ of X such that (X,X ′, µ, T ) is a
Markov factor of (X,X , µ, T ) such that F is dense in L1(X,X ′, µ).

Proof. The L1-closure E of F is a closed sublattice by Proposition 8.14, and there is
a T -invariant sub-σ-algebra X ′ such that E = L1(X,X ′, µ). Since F is T -invariant,
so is E, and hence the identity J : L1(X,X ′, µ) → L1(X,X , µ) provides a Markov
homomorphism from (X,X ′, µ, T ) to (X,X , µ, T ).

Note, however, that different subalgebras may give rise to the same factor,
actually what matters is the L1-closure of the subalgebra.

Definition 8.18. Let J : (L1(Y, ν), S) → (L1(X,µ), T ) be a Markov homomor-
phism between the measure-preserving systems (Y, ν, S) and (X,µ, T ). The opera-
tor P := JJ ′ : L1(X,µ)→ L1(X,µ) is called the projection onto the factor, or
conditional expectation operator.

These names are explained by the following proposition.

Proposition 8.19 (Projection onto a factor). Let J : (L1(Y, ν), S)→ (L1(X,µ), T )
be a Markov homomorphism, and let P = JJ ′ : L1(X,µ) → L1(X,µ). Then the
following assertions hold.

(a) P is a Markov operator.
(b) P is a projection.
(c) rg(P ) = rg(J).
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(d) P leaves L2(X,µ) invariant and restricts to the orthogonal projection onto the
L2-closure of L∞(Y, ν).

(e) For each f, g ∈ L∞(X,µ) we have P (Pf · g) = Pf · Pg.

Proof. (a) P is a product of two Markov operators, hence has this property itself.

(b) We have P 2 = JJ ′JJ ′ = JIJ ′ = JJ ′ = P by Proposition 8.12.

(c) The inclusion rg(P ) ⊂ rg(J) is clear. Since PJ = JJ ′J = J by Proposition
8.12, we obtain the inclusion rg(J) ⊂ rg(P ).

(d) By Proposition 8.10 the operator P is L2-contractive and by (a) it is a projection,
hence it is an orthogonal projection.

(e) For f, g, h ∈ L∞(Y, ν) we have that 〈J ′(Jf · g), h〉 = 〈Jf · g, Jh〉 = 〈J(fh), g〉 =
〈fJ ′g, h〉. We thus obtain J ′(Jf · g) = f · J ′g. Now we can write P (Pf · g) =
JJ ′(JJ ′f · g) = J(J ′f · J ′g) = JJ ′f · JJ ′g = Pf · Pg.

3. Examples

We will now use the above characterization to discuss the important factors
mentioned at the beginning. We start by showing a relevant property of eigenfunc-
tions of Koopman operators.

Proposition 8.20 (Eigenfunctions of Koopman operators for general systems). Let
(X,µ, T ) be a measure-preserving system, p ∈ [1,∞) and let T denote the Koopman
operator on Lp(X,µ).

(a) For every λ ∈ Pσ(T ), the set ker(λ − T ) ∩ L∞(X,µ) is dense in ker(λ − T ),
i.e., bounded eigenfunctions are dense in the space of all Lp-eigenfunctions. In
particular, for every eigenvalue there is a corresponding bounded eigenfunction.

(b) Pσ(T ) ⊂ T is a union of subgroups of T and is independent of p.

Proof. Since T is an isometry on Lp(X,µ), every eigenvalue of T belongs to T.

(a) We first observe that for every f ∈ fix(T ) and every n ∈ N, one has 1[|f |≤n] ∈
fix(T ). Indeed, the T -invariance of f implies

(T1[|f |≤n])(x) = 1[|f |≤n](Tx) = 1[|f |≤n](x) for a.e. x ∈ X.

Take now f ∈ ker(λ − T ), i.e., Tf = λf . By the algebraic properties of T , we
have T |f | = |Tf | = |λ||f | = |f |, i.e., |f | ∈ fix(T ). For n ∈ N consider fn :=
f1[|f |≤n]. These functions are bounded and converge to f . Moreover, each fn is an
eigenfunction w.r.t. λ since by the above observation

Tfn = Tf · T1[|f |≤n] = λf · 1[|f |≤n] = λfn.

(b) follows as in the ergodic case, see Proposition 3.23, whereas the independence
from p follows from (a).

Example 8.21 (Factors arising from eigenfunctions). For a subgroup G ⊂ T the
set

FG := lin{f ∈ L∞(X,µ) : Tf = λf for some λ ∈ G}
is a T -invariant, closed, conjugation invariant subalgebra of L∞(X,µ), hence a
factor of (X,µ, T ). The following already familiar factors are precisely of this type.

(a) The fixed factor fix(X,µ, T ) with G = {1}. The projection onto this factor
is the mean ergodic projection Pfix : L1(X,µ)→ L1(X,µ) (with range fix(T )).
The system is ergodic if and only if the fixed factor fix(X,µ, T ) is trivial, i.e.,
contains only constants. In this case the corresponding T -invariant sub-σ-
algebra Xfix contains only sets of measure 1 and 0.
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(b) The rational spectrum factor (or component) rat(X,µ, T ) with G = {a ∈
T : a is rational}. The L2-closure of FG yields the rational spectrum component
Hrat of the Koopman operator on H = L2(X,µ) (see Lecture 6).

(c) The Kronecker factor kr(X,µ, T ) with G = T. In this case, the Kronecker
part Hkr associated to the Koopman operator T (see Lecture 6) is the closure
of FT in H = L2(X,µ). The extremal case when the Kronecker factor is trivial
will be discussed later.

The importance of the Kronecker factor is emphasized by the following classical the-
orem, representing the extremal case when (X,µ, T ) = kr(X,µ, T ). Such systems
are called systems with discrete spectrum.

Theorem 8.22 (Halmos–von Neumann). (a) A compact Abelian group rotation
system has discrete spectrum.

(b) An ergodic measure-preserving system with discrete spectrum is Markov iso-
morphic to an ergodic (necessarily Abelian), compact group rotation system.

The proof can be found, e.g., in [33, Sec. 6.4] or [36, Ch. 17, Thm. 17.11], while
the original paper, for the metrizable case, is due to Halmos and von Neumann [60].
Next, we present factors of a more general type, due to Abramov [1].

Example 8.23 (Abramov factors). Let (X,µ, T ) be an ergodic measure-preserving
system. We first define generalized eigenfunctions inductively. We call eigenfunc-
tions of the Koopman operator T with modulus 1 generalized eigenfunction of order
1. We further call f ∈ L∞(X,µ) a generalized eigenfunction of order k for
k ≥ 2 if |f | = 1 a.e. and Tf = gf holds for some generalized eigenfunction g of
order k − 1. Then for any given k ∈ N we define

Ak := Ak(X,µ, T ) := lin{generalized eigenfunctions of T of order ≤ k},
which is a T -invariant, closed subalgebra of L∞(X,µ) with 1 ∈ Ak (see Exer-
cise 8.8), hence defines a factor of (X,µ, T ), called the kth Abramov factor of
(X,µ, T ). The Abramov factor is

A := A(X,µ, T ) := lin{generalized eigenfunctions of T of some order}.
Obviously, A1(X,µ, T ) = kr(X,µ, T ).

If (X,µ, T ) is ergodic and A(X,µ, T ) = (X,µ, T ) holds, then the system
(X,µ, T ) has, similarly to the statement of the Halmos–von Neumann theorem,
some group-theoretic structure, see the papers [1] and [57]. Systems satisfying
A(X,µ, T ) = (X,µ, T ) are said to have quasi-discrete spectrum.

We now turn to more concrete examples.

Example 8.24 (Skew rotation). Consider the skew rotation system (T2,m2, Ta)
from Example 2.13, where a ∈ T and

Ta : T2 → T2, (x, y) 7→ (ax, xy).

The rotation system (T,m, a) is a factor of the skew shift (T2,m2, Ta) as discussed
in Example 8.4. Next we study the fixed, Kronecker and Abramov factors. Let T
denote the corresponding Koopman operator on L2(T2), and consider the rotation
system (T,m, a) with Koopman operator La on L2(T). Write

f =
∑
n∈Z2

anzn

as an L2(T2)-convergent series, where zn = zn1
1 zn2

2 , n = (n1, n2) ∈ Z2. Then we
have Tzn = (Laz

n1
1 )zn2

1 zn2
2 and

Tf =
∑
n∈Z2

an(Laz
n1
1 )zn2

1 zn2
2 .
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If λf = Tf for some λ ∈ T, then∑
n∈Z2

λanzn1
1 zn2

2 = λf = Tf =
∑
n∈Z2

an(Laz
n1
1 )zn2

1 zn2
2 .

Hence we must have ana
n1zn1+n2

1 zn2
2 = λanzn1

1 zn2
2 for each n ∈ Z2. For each fixed

n2 ∈ Z we obtain that

a(j,n2)a
j = λa(j+n2,n2) for every j ∈ Z.

Since
∑
j∈Z |a(j,n2)|2 < ∞, it follows that a(j,n2) = 0 for every j ∈ Z provided

n2 6= 0. We thus conclude that

f =
∑
m∈Z

a(m,0)z
m
1 .

We also obtain that Fix(T ) = C1 if a is irrational, hence the system is ergodic in
this case. For the Kronecker factor we conclude that it is isomorphic to the rotation
factor (T,m, a).

Observe that while functions zn1 , n ∈ Z, are eigenfunctions of T corresponding
to the eigenvalues an, the monomials zn2 , n ∈ Z, are generalized eigenfunctions of
order 2, since

(Tz2)(x, y) = z2(ax, xy) = z1z2(x, y).

Thus the Abramov factor in the ergodic case coincides with the whole system, i.e.,
the system has quasi-discrete spectrum.

Example 8.25 (Heisenberg systems). Consider the set G of upper triangular real
matrices with ones on the diagonal, i.e.,

G =
{(

1 x z
0 1 y
0 0 1

)
: x, y, z ∈ R

}
,

which is a group with the matrix multiplication, called the Heisenberg group.
For x, y, z ∈ R we introduce the abbreviation

[x, y, z] :=
(

1 x z
0 1 y
0 0 1

)
,

and identify [x, y, z] ∈ G with (x, y, z) ∈ R3. With the Euclidean topology of R3

the group G becomes a topological group. We can write

[x0, y0, z0] · [x, y, z] = [x+ x0, y + y0, z + z0 + x0y].

Consider the subgroup H := {[x, y, z] : x, y, z ∈ Z}. Then H is closed and discrete
in G. The set G/H of left cosets becomes a Hausdorff topological space if endowed
with the quotient topology under the canonical map

q(g) := gH, G→ G/H,

i.e., A ⊂ G/H is open if and only if q−1(A) is open in G (so that q is continuous).
The subset A = {[x, y, z] : x, y, z ∈ [0, 1)} of G is a complete set of representatives
(a so-called fundamental domain), i.e., contains from every left coset precisely
one element. So G = AH =

⋃
h∈H Ah as a union of pairwise disjoint sets. Since

A is compact in G, q is continuous and q(A) = G/H, this latter set is compact.
For a given a = [α, β, γ] ∈ G the left rotation by a on G/H is defined by gH 7→
agH. In this way we obtain an invertible topological system, denoted by (H, a) =
(H, [α, β, γ]) and called the Heisenberg system.

Next we present a probability measure on H which is invariant under each the left
rotation by g ∈ G. After identifying G with R3 as above we can consider the three-
dimensional Lebesgue measure λ on G, and multiplication by g clearly preserves λ.
Let A,B ⊂ R3 be two Borel measurable complete sets of representatives of the left
cosets in G/H. Note that M ∈ B(G/H) if and only if q−1(M) is Borel in G. We
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prove that for each Borel set M ⊂ G/H we have λ
(
A∩q−1(M)

)
= λ

(
B∩q−1(M)

)
.

Since q−1(M)h = q−1(M) for every h ∈ H and since λ is invariant under the left
rotations by g ∈ G, we have the following chain of equalities

λ
(
A ∩ q−1(M)

)
= λ

(
A ∩ q−1(M) ∩

⋃
h∈H

Bh
)

=
∑
h∈H

λ
(
A ∩ q−1(M) ∩Bh

)
=
∑
h∈H

λ
(
Ah−1 ∩ q−1(M)h−1 ∩B

)
=
∑
h∈H

λ
(
Ah−1 ∩ q−1(M) ∩B

)
= λ

( ⋃
h∈H

Ah−1 ∩ q−1(M) ∩B
)

= λ
(
q−1(M) ∩B

)
.

For a Borel set M ⊂ G/H define

mH(M) := λ
(
A ∩ q−1(M)

)
,

(note that, by the above, it is immaterial which complete set of representatives one
chooses here). Then mH is a probability measure on B(G/H), and we claim that
mH is invariant under every left rotation by g ∈ G. Indeed, for g ∈ G the set g−1A
is again a measurable complete set of representatives. Hence, by the invariance of
λ and by the previously established fact we obtain that

λ
(
A ∩ q−1(gM)

)
= λ

(
A ∩ gq−1(M)

)
= λ

(
g−1A ∩ q−1(M)

)
= λ

(
A ∩ q−1(M)

)
.

The measure mH is also called Haar measure on H. For each a ∈ G the measure-
preserving system (H,mH, a) is a measure-preserving system, called a Heisenberg
system.

Example 8.26 (Rotation factors of Heisenberg systems). For every α, β, γ ∈ R
the two dimensional shift ([0, 1)2, λ2, (α, β)) is a factor of the Heisenberg system
(H,mH, [α, β, γ]) under the point factor map

[x, y, z]H 7→ (xmod 1, y mod 1),

see Exercise 8.9.

Proposition 8.27 (The Kronecker factor of Heisenberg systems). For a = [α, β, γ]
with α = β = 0, the Kronecker factor of (H,mH, a) is the entire system. If α 6= 0
or β 6= 0, then the Kronecker factor is the rotation factor described above.

Proof. The center of the Heisenberg group G is

Z(G) :=
{
g ∈ G : gh = hg for all h ∈ G

}
=
{

[0, 0, r] : r ∈ R
}
,

see Exercise 8.9. For g ∈ G let Lg be the Koopman operator on L2(H) of the left
rotation by g, and let T = La. It is easy to see that F =

⋂
g∈Z(G) fix(Lg) consists

precisely of functions f ∈ L2(H) which depend on the first two coordinates only,
i.e., F corresponds to the rotation factor from Example 8.26.

If α = β = 0, then a ∈ Z(G) and it is Exercise 8.9 to show that the Kronecker
factor coincides with the system itself. In the following suppose that (α, β) 6= 0.
We start with the case β 6= 0.

For every g, h ∈ G we have Lhg = LgLh and L∗g = L−1
g = Lg−1 . To determine the

Kronecker factor let f ∈ L2(H) and λ ∈ T such that Tf = λf . We shall prove that
for every h ∈ Z(G) one has Lhf = f , and this implies that f ∈ F , i.e., f belongs
to the rotation factor by what has been said at the beginning of the proof.

For x ∈ R we set gx := [x, 0, 0] ∈ G, and prove by induction that

angxa
−n = [x, 0,−nβx] for n ∈ N0.
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For a given r ∈ R and n ∈ N set rn := r
−βn . Then grn → [0, 0, 0] and angrna

−n →
[0, 0, r] as n→∞. For each g ∈ C(H) we obtain

Lgrn g − Tn∗LgrnTng → g − L[0,0,r]g as n→∞,
and by density this convergence extends to g ∈ L2(H). For f as above we can write

(f − L[0,0,r]f |f) = lim
n→∞

(Lgrn f − Tn∗LgrnTnf |f)

= lim
n→∞

(
(Lgrn f |f)− (LgrnT

nf |Tnf)
)

= lim
n→∞

(
(Lgrn f |f)− |λn|2(Lgrn f |f)

)
= 0.

By Proposition 6.1 the equality f −L[0,0,r]f = 0 follows. The case when α 6= 0 can
be established analogously with the choice gx = [0, x, 0].

Remark 8.28 (Abramov factors of Heisenberg systems). Furstenberg showed in
[48] that the Heisenberg system in the ergodic case for some choice of α, β, γ does
not have any generalized eigenfunctions apart from the eigenfunctions themselves,
i.e., the Abramov and the Kronecker factors coincide.

Exercises

Exercise 8.1 (Positive operators). Prove (a)–(f) of Proposition 8.10.

Exercise 8.2 (Jensen’s inequality). Let S : L1(Y, ν) → L1(X,µ) be a Markov
operator, and let g : [0,∞)→ R be a convex function. Prove that for every positive
f ∈ L1(Y, ν) such that g ◦ f ∈ L1(Y, ν) we have g ◦ Sf ≤ S(g ◦ f).

Exercise 8.3 (Lp-contractivity of Markov operators). Use the result of the fore-
going exercise to prove that a Markov operator S : L1(X, ν) → L1(X,µ) respects
the Lp-spaces and is contractive for the Lp-norms .

Exercise 8.4 (Markov adjoint). Let S : L1(Y, ν) → L1(X,µ) and R : L1(X,µ) →
L1(Z, λ) be Markov operators. Prove the following assertions.

(a) S′′ = S.
(b) RS is a Markov operator.
(c) (RS)′ = S′R′.
(d) S′|L2(X,µ) = (S|L2(Y,ν))

∗.

Exercise 8.5 (Projection onto a factor). Let J : (L1(Y, ν), S) → (L1(X,µ), T ) be
a Markov homomorphism, and let P = JJ ′. Prove the following assertions.

(a) P ′′ = P .
(b) PTP = TP .
(c) If SJ ′ = J ′T , then PT = TP .

Exercise 8.6 (The compact factor). Let (X,µ, T ) be a measure-preserving sys-
tem with Koopman operator T . A function f ∈ L2(X,µ) is called compact (or
asymptotically almost periodic with respect to T ), if

{Tnf : n ∈ N}
is relatively compact in L2(X,µ). Prove that

E := {f ∈ L2(X,µ) : f is a compact function}
is a closed, T -invariant and conjugation invariant sublattice in L2(X,µ) with 1 ∈ E,
and the set F := L∞(X,µ)∩E is a closed subalgebra yielding the Kronecker factor
(cf. Exercise 6.5).

Exercise 8.7 (Factors of ergodic systems). Prove that Markov (and point) factors
of ergodic systems are ergodic.
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Exercise 8.8 (Abramov factors). Let (X,µ, T ) be a measure-preserving system.
Prove the following assertion for the sets A and Ak from Example 8.23.

(a) The set A and for each k ∈ N the sets Ak are closed, conjugation invariant and
T -invariant subalgebras of L∞(X,µ).

(b) Ak ⊂ Ak+1 ⊂ A for each k ∈ N.

Exercise 8.9 (Heisenberg systems). Consider the Heisenberg system (H,mH, a)
with a = [α, β, γ], α, β, γ ∈ R.

(a) Prove that as in Example 8.26

[x, y, z]H 7→ (xmod 1, y mod 1)

is a point factor map onto the two-dimensional shift ([0, 1)2, λ2, (α, β)).
(b) Determine the center of the Heisenberg group.
(c) Prove that in the case α = β = 0, the system (H, µ, a) coincides with its

Kronecker factor, i.e., has discrete spectrum. (Hint: Exercise 8.6.)

Exercise 8.10 (Affine endomorphisms on T). For a ∈ T and k ∈ N define T : T→
T by Tx = axk. Prove the following assertions.

(a) (T,m, T ) is a measure-preserving system.
(b) (T,m, T ) is ergodic if and only if k ≥ 2 or a is irrational.
(c) The Kronecker factor of (T,m, T ) is trivial, i.e., consists of constants, if k ≥ 2.





LECTURE 9

First applications of ergodic theorems

In this lecture we present some applications of ergodic theorems and related
techniques in different areas of mathematics.

1. Applications in stochastics

Let (Ω,P) be a probability space and for j ∈ N let fj : Ω → R be measurable
functions, i.e., random variables. Recall that the random variables fj , j ∈ N, are
called independent if for every m ∈ N, every n1, . . . , nm ∈ N, and all Borel sets
B1, . . . , Bm ⊂ R one has

P
( m⋂
j=1

f−1
nj Bj

)
=

m∏
j=1

P(f−1
nj Bj).

This will be assumed in the following. Suppose further that the random variables
are identically distributed, i.e., that fj∗P = fi∗P holds for each i, j ∈ N (where

fj∗P is the push-forward measure defined by fj∗P(B) = P(f−1
j B)). This provides a

special case of stationary stochastic processes from Example 2.17. We set ν := f1∗P,
the common distribution of the random variables.

Consider the one-sided shift system with state space (R, ν), i.e., the measure-
preserving system (X,X , µ, T ) with X = RN, the product σ-algebra X = B(RN),
the product measure µ on X with ν in each component, and the shift T defined as
T (xn)n∈N = (xn+1)n∈N. This system is ergodic by Example 3.17. As in Example
2.17 consider the mapping

θ : Ω→ X, θ(ω) := (fj(ω))j∈N,

satisfying θ∗P = µ since the random variables are independent. The Koopman
operator Sθ : L1(X,µ) → L1(Ω,P) is a Markov homomorphism, so that we have
E(Sθg) =

∫
X
gdµ for every g ∈ L1(X,µ), where E(h) =

∫
Ω
hdP is the expectation

of the random variable h.
We first show how the mean ergodic theorem can be used to show the weak

law of large numbers.

Theorem 9.1 (Weak law of large numbers). Let fn ∈ L1(Ω,P), n ∈ N, be identi-
cally distributed, independent, real random variables. Then for every ε > 0

P
[∣∣∣ 1

N

N∑
n=1

fn − E(f1)
∣∣∣ > ε

]
→ 0 as N →∞.

Proof. Let g : X → R be the projection onto the first component, then g ∈
L1(X,µ). Since T is mean ergodic on L1(X,µ) by Remark 7.6 and a density argu-
ment, from ergodicity we conclude

lim
N→∞

1

N

N∑
n=1

Tng =

∫
X

g dµ · 1 in L1(X,µ).

101



102 9. FIRST APPLICATIONS OF ERGODIC THEOREMS

This yields

lim
N→∞

E
∣∣∣ 1

N

N∑
n=1

fn − E(f1)
∣∣∣ = lim

N→∞

∥∥∥Sθ( 1

N

N∑
n=1

Tng −
∫
X

g dµ · 1
)∥∥∥

L1(Ω,P)
= 0.

It is self-evident (see Exercise 9.1) that

P
[∣∣∣ 1

N

N∑
n=1

fn − E(f1)
∣∣∣ > ε

]
≤ 1

ε
E
∣∣∣ 1

N

N∑
n=1

fn − E(f1)
∣∣∣.

The proof is hence complete.

With structurally the same proof it is possible to strengthen this result. We
first need a lemma for that.

Lemma 9.2. Let (X,µ), (Y, ν) be probability spaces and let θ : X → Y be a
measure-preserving mapping. Suppose that the functions gn ∈ L0(Y, ν), n ∈ N,
converge ν-almost everywhere to g ∈ L0(Y, ν). Then Sθgn → Sθg almost everywhere
with respect to µ.

Proof. We can suppose without loss of generality that the functions gn are real-
valued. Moreover, we note that for each sequence of real-valued functions (hn)n∈N
in L0(Y, ν) we have

Sθ sup
n∈N

hn = sup
n∈N

Sθhn and Sθ inf
n∈N

hn = inf
n∈N

Sθhn.

As a consequence

Sθ lim sup
n→∞

gn = lim sup
n→∞

Sθgn and Sθ lim inf
n→∞

gn = lim inf
n→∞

Sθgn.

The proof is complete.

We are now ready to deduce the strong law of large numbers from the pointwise
ergodic theorem.

Theorem 9.3 (Kolmogorov’s strong law of large numbers). For n ∈ N let fn ∈
L1(Ω,P) be identically distributed, independent real random variables. Then

1

N

N∑
n=1

fn → E(f1) P-almost surely as N →∞.

Proof. The proof is almost the same as for the weak law of large numbers, we only
use the pointwise ergodic theorem. With the notations of that proof we obtain that

1

N

N∑
n=1

Tng →
∫
X

g dµ · 1 µ-almost everywhere as N →∞.

By Lemma 9.2 applied to Sθ we conclude

1

N

N∑
n=1

fn = Sθ
1

N

N∑
n=1

Tng → E(f1) P-almost everywhere as N →∞.

2. Applications in number theory

Next we come to more surprising applications in number theory. The following
property of real numbers was introduced by Borel in 1909.
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Definition 9.4. Let x ∈ R and b ∈ {2, 3, . . .}. Denote by Nb(a, n) the number of
appearances of the digit a in the first n positions after the “decimal point∗” of x in
base b. The number x is called simply normal in base b if

lim
n→∞

Nb(a, n)

n
=

1

b
for each a ∈ {0, . . . , b− 1},

and simply normal if x is simply normal in every base. Analogously, x is called
normal in base b if for every finite word S := a1 . . . ad ∈ {0, 1, . . . , b − 1}d, the
number Nb(S, n) of appearances of S among the first n positions after the decimal
point of x in base b satisfies

lim
n→∞

Nb(S, n)

n
=

1

bd
,

and normal if x is normal in every base.

For example, the number 0.01234567890123456789 . . . is simply normal in base 10
and is not normal in base 2 (or any other base) (Exercise 9.2). The so-called
Champernowne number 0.1234567891011121314 . . . is normal in base 10 but it is
unknown whether it is normal in other bases.

Only a few examples of normal numbers are known. Even for the numbers
√

2,
π and e it is not known whether they are normal. Nevertheless, the following result
shows that normal numbers are the rule and not the exception.

Theorem 9.5 (Borel). Lebesgue almost every number is normal.

We present here an ergodic theoretic proof.

Proof. Since the set of possible bases is countable, it is enough to show that for
a fixed base b, almost every real number is normal in base b. Similarly, as there
are countably many finite words, it suffices to prove that every fixed finite word
S = a1 . . . ad ∈ {0, . . . , b − 1}d has the asymptotic frequency 1/bd of occurrence
in almost every y ∈ [0, 1]. Consider the Bernoulli shift B(1/b, . . . , 1/b) on X :=
{0, . . . , b − 1}N. By Proposition 3.17, it is ergodic with respect to the product
measure µ. Let S = a1 . . . ad be a finite word in base b. Applying the pointwise
ergodic theorem to the cylinder set A := {(x1, x2, . . .) : x1 = a1, . . . , xd = ad} we
obtain

lim
N→∞

1

N

N∑
n=1

1A(Tnx) = µ(A) =
1

bd

for almost every x ∈ X. The term 1
N

∑N
n=1 1A(Tnx) on left-hand side equals the

number of appearances of S in the first N+d−1 positions of x divided by N . Now,
the mapping

θ : X → [0, 1], (xn)n∈N 7→
∞∑
n=1

xn
bn

is measure-preserving (if [0, 1] is endowed with the Lebesgue measure) and even
essentially invertible, with essential inverse y 7→ (yn)n∈N the expansion of y in base
b. An application of Lemma 9.2 finishes the proof.

We now turn to a property of sequences of numbers which we will explore in
more detail in the next lecture. At this point our aim is not to present applications
in number theory, but rather to describe a relation between a number theoretic and
an ergodic theoretic property.

Recall that the rotation system (T, a) is uniquely ergodic for irrational a ∈ T
(see Theorem 3.31). Endow [0, 1) with the topology that makes θ : t 7→ e2πit

∗Only in base b = 10 this is a decimal point, we keep however this terminology.
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a homeomorphism between [0, 1) and T (i.e., consider the quotient topology on
[0, 1] for which 0 and 1 are identified with each other). If a = e2πiα, we obtain a
topological system ([0, 1), α), with the continuous mapping t 7→ {t+α}. Recall the
notation {x} := x− bxc for the fractional part of x ∈ R. The Lebesgue measure
λ is an invariant measure for this system (see Example 2.11). The translation
system ([0, 1), λ, α) is isomorphic to (T,m, a) via the previous homeomorphism. It
is Exercise 9.7 to show that ([0, 1), α) is uniquely ergodic if and only if (T, a) is
uniquely ergodic.

Remark 9.6. We note that the condition that the isomorphism θ is a homeomor-
phism is vital. If (K,µ, T ) and (L, ν, S) are isomorphic measure-preserving systems
with (K,T ) and (L, S) being topological systems, it is not true in general that
(K,T ) and (L, S) are simultaneously uniquely ergodic or not. In fact, one has the

following result, called the Jewett–Krieger theorem[64],[72]: For every ergodic in-
vertible, standard measure-preserving system (X,µ, T ) there is a uniquely ergodic
topological system (L, S) with unique invariant measure ν such that (X,µ, T ) and
(L, ν, S) are isomorphic, and ν satisfies supp(ν) = L.

Nevertheless, by the considerations before the remark, the translation system
([0, 1), λ, α) is uniquely ergodic if α is irrational. By Theorem 7.10 we immediately
obtain the following proposition.

Proposition 9.7. For a given irrational number α ∈ R consider the sequence
({nα})n∈N0

. For each continuous, 1-periodic function f : R→ C one has

1∫
0

f(s) ds = lim
N→∞

1

N

N−1∑
n=0

f({x}).

We now replace the rotation on T by the skew rotation on T2 given by Ta(x, y) :=
(ax, xy), see Example 2.13. Recall also the additive variant, the skew shift, defined
on [0, 1)2 by

T̃α : [0, 1)2 → [0, 1)2, (x, y) 7→ ({x+ α}, {x+ y}).
By endowing [0, 1) with the topology as above, this mapping becomes continuous,

giving rise to the topological skew shift system ([0, 1)2, T̃α)), which is uniquely
ergodic if and only if the corresponding skew shift (T2, Ta), a = e2πiα, is uniquely
ergodic, see Exercise 9.7.

Proposition 9.8. The skew rotation (T2,m2, Ta) is uniquely ergodic if a ∈ T is

irrational (i.e., not a root of unity). Equivalently, the skew shift ([0, 1)2, λ2, T̃α) is
uniquely ergodic if α is irrational.

One can prove this statement by ergodic theoretic argumentations in a far more
general situation, and the previous statement becomes a special case of the next
result of Furstenberg[44], see also [36, Sec. 10.4 and Ch. 15, Supp.] for a proof.

Theorem 9.9 (Furstenberg’s skew product theorem). Let (K,T ) be a uniquely
ergodic topological system, let G be a compact group, and let α : K → G be a

continuous mapping. Consider the topological group extension system (K ×G, S̃a)

[64] R. I. Jewett, The prevalence of uniquely ergodic systems, J. Math. Mech. 19 (1969/1970),
717–729.

[72] W. Krieger, On unique ergodicity, Proceedings of the Sixth Berkeley Symposium on

Mathematical Statistics and Probability (Univ. California, Berkeley, CA, 1970/1971), Vol. II:
Probability theory (Berkeley, CA), University of California Press, 1972, pp. 327–346.

[44] H. Furstenberg, Strict ergodicity and transformation of the torus, Amer. J. Math. 83
(1961), 573–601.
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with S̃a(x, g) = (Tx, α(x)g), which has µ⊗mG as an invariant measure. If µ⊗mG

is an ergodic measure, then (K ×G, S̃a) is uniquely ergodic.

This directly implies unique ergodicity of (T2,m2, Ta) if a is irrational (why?).
However, we have chosen a number theoretic way of proving this, which will be
presented in the next lecture. Here we only describe what this unique ergodicity
property would give us in number theory in the spirit of the previous example. The
next is a preparatory result with the proof left as Exercise 9.5.

Proposition 9.10 (Cocycle for the skew shift). For each (x, y) ∈ T2 we have

Tna (x, y) =
(
anx, a

n(n−1)
2 xny

)
and for the skew shift ([0, 1)2, λ2, T̃α) and for every (s, t) ∈ [0, 1)2

T̃nα (s, t) =
(
{nα+ s}, {n(n−1)

2 α+ ns+ t}
)
.

Thus Proposition 9.8 implies the following result.

Proposition 9.11. Let α ∈ R be an irrational number and consider the sequence

({n(n−1)
2 α})n∈N0 . For each continuous, 1-periodic function f : [0, 1]→ C one has

1∫
0

f(s) ds = lim
N→∞

1

N

N−1∑
n=0

f
(
{n(n−1)

2 α}
)
.

Proof. Apply Propositions 9.8, 9.10 and Theorem 7.10 to the continuous function
g : (x, y) 7→ x.

The property, as described in Propositions 9.7 and 9.11, of the sequences ({nα})n∈N0

and ({n(n−1)
2 α})n∈N0

means that they are equidistributed in [0, 1). A more detailed
study of equidistribution will be carried out in the next lecture.

3. Applications in combinatorial number theory

We now show how ergodic theory can help to solve combinatorial problems in
number theory. We will encounter the first instance of the following phenomenon:
If a subset E ⊂ N is large (in some appropriate sense), then it contains some
structured subsets. In this lecture “largeness” will be quantified by the upper
density. Recall, from Lecture 6, that the upper density of a set E ⊂ N is

d(E) = lim sup
N→∞

|E ∩ {1, . . . , N}|
N

.

Polynomial configurations in large sets. In the first example, structure
means a polynomial progression, and we show how ergodic theorems help to show
existence of such polynomial progressions in large sets of integers.

Theorem 9.12 (Furstenberg–Sarközy). Let E ⊂ N have positive upper density
and let P be an integer polynomial with P (0) = 0. Then there exist a, n ∈ N with
a, a+ P (n) ∈ E.

Remark 9.13. The following easy example shows that the condition P (0) = 0
cannot be dropped. Let P (x) := 2x + 1 and E := 2N + 1 be the set of all odd
numbers. It is clear that E has no progressions of the form a, a+ 2n+ 1.

For the polynomial P (n) = n2 Sárközy[99] proved this with number theoretic

arguments, while Furstenberg[45] gave an ergodic theoretic proof by first showing

[99] A. Sárközy, On difference sets of sequences of integers. I, Acta Math. Acad. Sci.
Hungar. 31 (1978), no. 1–2, 125–149.

[45] H. Furstenberg, Ergodic behavior of diagonal measures and a theorem of Szemerédi on
arithmetic progressions, J. Analyse Math. 31 (1977), 204–256.
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the following property of measure-theoretic dynamical systems. The general case
is settled in [100] and [46].

Theorem 9.14 (Polynomial recurrence). Let (X,µ, T ) be a measure-preserving
system, let f ∈ L∞(X,µ) satisfy f > 0 (meaning f ≥ 0 and f 6= 0) and take an
integer polynomial P with P (0) = 0. Then

(9.1) lim
N→∞

1

N

N−1∑
n=0

∫
X

f · TP (n)f dµ =
(
f
∣∣∣ lim
N→∞

1

N

N−1∑
n=0

TP (n)f
)
> 0.

In particular, for every A ⊂ X with µ(A) > 0 one has

µ
(
A ∩ T−P (n)A

)
> 0 for some n ∈ N.

Remark 9.15. Recall that the limit in the middle of (9.1) exists in L2(X,µ) by
the polynomial mean ergodic theorem (Theorem 7.13). Thus, (9.1) means that this
limit has non-trivial correlation with f .

The following bridge between ergodic theory and combinatorics will finish the
proof of the Furstenberg–Sárközy theorem.

Theorem 9.16 (Furstenberg’s correspondence principle). If for every measure-
preserving system and for every f > 0 the assertion in (9.1) holds, then for every
subset E ⊂ N with d(E) > 0 for every integer polynomial P with P (0) = 0, there
exist a, n ∈ N such that a, a+ P (n) ∈ E.

In other words, the statement in Theorem 9.14 implies Theorem 9.12.

Proof. Let E ⊂ N have upper density d(E) > 0. We construct a corresponding
measure-preserving system (X,µ, T ) and a set A ⊂ X with µ(A) > 0 that transfer
the combinatorial problem into the realm of ergodic theory.

Let K := {0, 1}Z and consider the shift (K,T ) from Example 2.24. Then of
course 1E ∈ K. Define

X := orb(1E) = {T k1E : k ∈ Z},
which is a T - and T−1-invariant, compact set, so that T : X → X is bijective.
Consider the cylinder set A ⊂ X given by

A := {(tj)j∈Z ∈ X : t0 = 1}
and let P be an integer polynomial with P (0) = 0. The set A has the following
properties, whose proof we leave as Exercise 9.8.

(1) A is closed and open in X.
(2) The equivalence

Tm1E ∈ A ⇐⇒ m ∈ E
holds for each m ∈ N.

(3) Let n ∈ N be fixed. The existence of a ∈ N with a, a+ P (n) ∈ E is equivalent
to A ∩ T−P (n)A 6= ∅.

As a consequence, the proof will be complete if we find a measure µ on X with
µ(A ∩ T−P (n)A) > 0 for some n ∈ N. Thus, assuming Theorem 9.14, it suffices to
find a T -invariant probability measure µ on X with µ(A) > 0.

The construction of such a measure µ is similar to the one in the proof of the
Krylov–Bogolyubov Theorem 2.26. This is also the first place where we use the
assumption on E. Let (Nk)k∈N be a subsequence of N such that

lim
k→∞

|E ∩ {1, . . . , Nk}|
Nk

= d(E) > 0.
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We let µk := 1
Nk

∑Nk
n=1 δTn1E . Then by (2) from the above we conclude that

|E ∩ {1, . . . , Nk}|
Nk

=
1

Nk

Nk∑
n=1

1E(n) =
1

Nk

Nk∑
n=1

1A(Tn1E)

=
1

Nk

Nk∑
n=1

δTn1E (A) = µk(A).

Since (µk)k∈N is a sequence of probability measures on the compact (metric) space
X, by the Banach–Alaoglu theorem it has a weak∗ convergent subsequence with
limit µ, a probability measure. The proof that µ is a T -invariant measure on X
with µ(A) = d(E) > 0 is again left as Exercise 9.8. The proof is complete.

Remark 9.17. By inspecting the above proof one sees that already Theorem 9.14
for ergodic systems implies Theorem 9.12. In fact, with a little bit more effort in
the previous proof one can find an ergodic measure µ with µ(A) > 0.

Thus to prove Theorem 9.12 it suffices to prove Theorem 9.14.

Proof of Theorem 9.14. We can assume without loss of generality that ‖f‖∞ = 1.
Decompose f as f = g + h according to the rational spectrum decomposition
(Proposition 6.9) applied to H := L2(X,µ) and the Koopman operator T on H with
g ∈ Hrat and h ⊥ Hrat. By the polynomial mean ergodic theorem for contractions
(Theorem 7.13), one has

lim
N→∞

1

N

N−1∑
n=0

TP (n)h = 0

and therefore by orthogonality(
f
∣∣∣ lim
N→∞

1

N

N∑
n=1

TP (n)f
)

=
(
g
∣∣∣ lim
N→∞

1

N

N∑
n=1

TP (n)g
)
.

Since the projection Prat onto the rational spectrum component is a restriction of
a Markov operator (see Proposition 8.19 and Example 8.21(b)), we obtain that
g = Pratf ≥ 0, g ∈ L∞(X,µ) and

∫
X
g dµ =

∫
X
f dµ > 0. Thus we can assume

without loss of generality that f = g ∈ Hrat. Recall from Lecture 6 that

(9.2) Hrat =
⋃
k∈N

Fix(T k)

Suppose first that f ∈ Fix(T k). Since P (0) = 0, we conclude that k divides
P (k), P (2k), . . .. Thus (TP (kn)f |f) = ‖f‖22 for every n ∈ N and therefore

lim
N→∞

1

kN + 1

kN∑
n=0

(TP (n)f |f) ≥ lim sup
N→∞

1

kN + 1

N∑
n=1

‖f‖22 =
1

k
‖f‖22 > 0.

Let now f ∈ Hrat be arbitrary and set d :=
∫
X
f dµ > 0. By (9.2), there exists

k ∈ N such that fk := PFix(Tk)f satisfies ‖f − fk‖2 < d2/4. Recall that PFix(Tk) is
also a Markov projection, so that ‖fk‖∞ ≤ ‖f‖∞ ≤ 1. Observe that

|(Tnf |f)− (Tnfk |fk)| = |(Tnfk |f − fk) + (Tn(f − fk)|f)| ≤ 2‖f − fk‖2 <
d2

2

foreach n ∈ N. In particular, we have

|(TP (kn)f |f)− (TP (kn)fk |fk)| ≤ 2‖f − fk‖2 <
d2

2
.
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Since P (0) = 0 implies TP (kn)fk = fk, the Cauchy–Schwarz inequality implies

(TP (kn)f |f) ≥ ‖fk‖22 −
d2

2
≥ (fk |1)2 − d2

2
= d2 − d2

2
=
d2

2
for each n ∈ N.

Whence we conclude

lim
N→∞

1

N

N∑
n=1

(TP (n)f |f) = lim
N→∞

1

kN

kN∑
n=1

(TP (n)f |f)

≥ 1

k
lim sup
N→∞

1

N

N∑
n=1

(TP (nk)f |f) ≥ d2

2k
.

Arithmetic progressions of length 3. We continue with another application
to combinatorial number theory. Now structure means an arithmetic progression
of length 3, and the goal of this section is to give an ergodic theoretic proof due to
Furstenberg of the following result.

Theorem 9.18 (Roth[96]). Let E ⊂ N have positive upper density. Then there
exist a, n ∈ N such that a, a+ n, a+ 2n ∈ E.

We begin with some observations. Consider the Jacob–de Leeuw–Glicksberg
decomposition H = Hkr ⊕Haws of the Hilbert space H = L2(X,µ) with respect to
the Koopman operator. Let Pkr be the orthogonal projection onto the Kronecker
part Hkr, and let Paws be the complementary projection onto Haws. By Example
8.21 Pkr is the (restriction of the) Markov projection onto the Kronecker factor.
The Kronecker factor of an ergodic system has the following property.

Proposition 9.19 (Kronecker factor is characteristic for double convergence). Let
(X,µ, T ) be an ergodic measure-preserving system and let f, g ∈ L∞(X,µ). If f or
g belongs to Haws, then

(9.3) lim
N→∞

1

N

N−1∑
n=0

Tnf · T 2ng = 0.

As a consequence, we have for each f, g ∈ L∞(X,µ) that

lim
N→∞

1

N

N−1∑
n=0

Tnf · T 2ng = lim
N→∞

1

N

N−1∑
n=0

TnPkrf · T 2nPkrg.

Proof. Set un := Tnf ·T 2ng for n ∈ N and let h ∈ N. Since T is measure-preserving,
we have that

(un |un+h) =

∫
X

Tnf · T 2ng · Tn+hf · T 2n+2hg dµ

=

∫
X

f · Thf · Tn(g · T 2hg) dµ.

We thus obtain

lim
N→∞

1

N

N−1∑
n=0

(un |un+h) =

∫
X

f · Thf lim
N→∞

1

N

N−1∑
n=0

Tn(g · T 2hg) dµ

=

∫
X

f · Thf dµ ·
∫
X

g · T 2hg dµ

[96] K. F. Roth, On certain sets of integers, J. London Math. Soc. 28 (1953), 104–109.
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by ergodicity of T (see Proposition 7.4). Therefore, if g ∈ Haws(T ), we can write

0 ≤ lim sup
J→∞

1

J

J−1∑
h=0

lim
N→∞

1

N

∣∣∣ N∑
n=1

(un |un+h)
∣∣∣

≤ lim sup
J→∞

1

J

J−1∑
h=0

|(g |T 2hg)| · ‖f‖2∞.

By Exercise 6.7 Haws(T
2) = Haws(T ), so that g ∈ Haws(T

2). By Proposition 6.15
and Lemma 6.14 we conclude

0 ≤ lim sup
J→∞

1

J

J−1∑
h=0

|(g |T 2hg)| · ‖f‖2∞ = 0.

Van der Corput’s Lemma 7.16 implies that the limit in (9.3) is 0, provided g ∈
Haws(T ). The case when f ∈ Haws can be proved analogously.

For arbitrary f, g ∈ L∞(X,µ) we have

Tnf · T 2ng = TnPkrf · T 2nPkrg + TnPawsf · T 2nPkrg

+ TnPkrf · T 2nPawsg + TnPawsf · T 2nPawsg.

The Cesàro averages of the last three terms converge here to 0, by what has been
discussed above. The proof is complete.

We have the following analogue of the polynomial convergence presented in
Theorem 7.13.

Theorem 9.20 (Double convergence). Let (X,µ, T ) be an ergodic measure-preser-
ving system and let f, g ∈ L∞(X,µ). Then the limit

(9.4) lim
N→∞

1

N

N−1∑
n=0

Tnf · T 2ng dµ exists in the L2-norm.

Proof. Let g ∈ L∞(X,µ) be fixed and consider for N ∈ N the linear operators

SNf :=
1

N

N−1∑
n=0

Tnf · T 2ng

on L2(X,µ), whose norms are uniformly bounded by ‖g‖∞. If f ∈ ker(λ − T ) for
some λ ∈ T, then

SNf =
1

N

N−1∑
n=0

(λT 2)ng · f.

Since λT 2 is a contraction, it is mean ergodic (see Theorem 7.2), and the sequence
(SNf)N∈N is convergent. By linearity we obtain the convergence on E := lin{f :
Tf = λf for some λ ∈ T}, and by Exercise 1.3, all over the closed linear hull Hkr

of E. The rest follows from Proposition 9.19 and linearity.

The following gives more information on the limit in (9.4).

Theorem 9.21 (Double recurrence). Let (X,µ, T ) be an ergodic measure-preser-
ving system and f ∈ L∞(X,µ) satisfy f > 0. Then

lim
N→∞

1

N

N−1∑
n=0

∫
X

f · Tnf · T 2nf dµ =
(
f
∣∣∣ lim
N→∞

1

N

N−1∑
n=0

Tnf · T 2nf
)
> 0.

In particular, for every A ⊂ X with µ(A) > 0

µ(A ∩ T−nA ∩ T−2nA) > 0 for some n ∈ N.
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We remark that the convergence in (9.4) and double recurrence hold even with-
out the assumption of ergodicity.

The following builds a bridge between Roth’s Theorem 9.18 and double recur-
rence. The proof is left as Exercise 9.9

Theorem 9.22 (Furstenberg’s correspondence principle). If for every ergodic mea-
sure-preserving system (X,µ, T ) and f ∈ L∞(X,µ) with f > 0 one has

(9.5) lim
N→∞

1

N

N−1∑
n=0

∫
X

f · Tnf · T 2nf dµ =
(
f
∣∣∣ lim
N→∞

1

N

N−1∑
n=0

Tnf · T 2nf
)
> 0,

then every set E ⊂ N with positive upper density contains arithmetic progressions
of length 3. That is to say the statement in Theorem 9.21 implies Theorem 9.18.

Thus to show Roth’s Theorem 9.18 it remains to prove Theorem 9.21.

Proof of Theorem 9.21. By Theorem 9.20 we know that

lim
N→∞

1

N

N∑
n=1

Tnf · T 2nf

exists, implying the existence of the limit in (9.5). Since Pkr is (the restriction
of) the Markov projection onto the Kronecker factor, it is a positive operator by
Example 8.21(c), so Pkrf ≥ 0. Since

∫
X
Pkrf dµ =

∫
X
f dµ > 0, we obtain that

Pkrf > 0. By the orthogonality of Haws and Hkr, and by Proposition 9.19 we obtain

lim
N→∞

1

N

N−1∑
n=0

∫
X

f · Tnf · T 2nf dµ = lim
N→∞

1

N

N−1∑
n=0

∫
X

Pkrf · TnPkrf · T 2nPkrf dµ.

Hence we may assume that f ∈ L∞(X,µ)∩Hkr, and without loss of generality also

that ‖f‖∞ ≤ 1. Let 0 < ε <
∫
X
f3 dµ. Define K := TN0f , which is a compact

subset of L2(X,µ) by Proposition 6.18, and invariant under T . We thus obtain a
forward transitive topological system (K,T ), which is “easily” seen to be minimal,
see Exercise 9.3. By Proposition 3.6 every point, in particular f ∈ K, is almost
periodic. For U := B(f, ε/3) the set of return times RU (f) is syndetic (see Lecture
3). We have for each n ∈ RU (f) that

‖Tnf − f‖2 <
ε

3
, and ‖T 2nf − f‖2 ≤ ‖T 2nf − Tnf‖2 + ‖Tnf − f‖2 <

2ε

3
.

From this we conclude that∣∣∣∫
X

f · Tnf · T 2nf dµ−
∫
X

f3 dµ
∣∣∣

≤
∣∣∣∫
X

f · Tnf · T 2nf dµ−
∫
X

f2 · T 2nf dµ
∣∣∣+
∣∣∣∫
X

f2 · T 2nf dµ−
∫
X

f3 dµ
∣∣∣

≤
∫
X

f · |Tnf − f | · T 2nf dµ+

∫
X

f2 · |T 2nf − f | dµ

≤ ‖f‖2∞‖Tnf − f‖2 + ‖f‖2∞‖T 2nf − f‖2 < ε

for each n ∈ RU (f). As a consequence∫
X

f · Tnf · T 2nf dµ >

∫
X

f3 dµ− ε
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for every n ∈ RU (f). Since a syndetic set has positive lower density d > 0 (if the
length of the gaps is bounded by `, then the lower density is ≥ 1

` , see Exercise 4.7),
we conclude (see Exercise 9.4) that

lim inf
N→∞

1

N

N−1∑
n=0

∫
X

f · Tnf · T 2nf dµ > d ·
(∫
X

f3 dµ− ε
)
> 0.

The following generalization of Roth’s theorem due to Szemerédi[104] was first
proved by using complex and ingenious argumentations from combinatorics. Furs-
tenberg[45] discovered an ergodic theoretic proof, and he established his correspon-
dence principle precisely for this purpose. This result fully explains our leitmotif
that a large set contains structured parts.

Theorem 9.23 (Szemerédi). A subset of the natural numbers with positive upper
density contains arbitrarily long arithmetic progressions.

We have proved the existence of three-terms arithmetic progressions, i.e., the result
of Roth. The existence of longer progressions is much more difficult and will be
briefly discussed in one of the next lectures.

[104] E. Szemerédi, On sets of integers containing no k elements in arithmetic progression,
Acta Arith. 27 (1975), 199–245.

[45] H. Furstenberg, Ergodic behavior of diagonal measures and a theorem of Szemerédi on
arithmetic progressions, J. Analyse Math. 31 (1977), 204–256.
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Exercises

Exercise 9.1 (Markov’s inequality). Let (X,µ) be a measure space and f ∈
L0(X,µ), f ≥ 0. Prove that for every ε > 0 the following inequality holds

µ([f ≥ ε]) ≤ 1

ε

∫
X

f dµ.

Exercise 9.2 (Normal numbers). Prove that the number

0.01234567890123456789 . . . 0123456789 . . .

(repeated blocks) is simply normal in base 10 but not normal in base 2.

Exercise 9.3 (Isometric systems). A topological system (K,T ) is called isometric
if the topology of K comes from a metric d satisfying d(Tx, Ty) = d(x, y) for every
pair x, y ∈ K. Prove that in an isometric system the notions of forward topological
transitivity and minimality coincide.

Exercise 9.4 (lim inf and lower density). Let (an)n∈N be a sequence of positive
numbers such that for some ε > 0 the set A := {n : an > ε} has positive lower
density. Prove that

lim inf
N→∞

1

N

N∑
n=1

an ≥ ε · d(A).

Exercise 9.5. Prove Proposition 9.10.

Exercise 9.6 (Totally ergodic systems). A measure-preserving system is called
totally ergodic if for each k ∈ N the system (X,µ, T k) is ergodic, here T k =
T ◦ · · · ◦ T is the kth iterate of T . Let P be an integer polynomial with P (0) = 0.
Prove that the fixed factor (with Markov projection Pfix) is characteristic for the
convergence of polynomial averages, meaning that for every f ∈ L2(X,µ) one has

lim
N→∞

1

N

N−1∑
n=0

TP (n)f = lim
N→∞

1

N

N−1∑
n=0

TP (n)Pfixf.

Exercise 9.7. (a) Let (K,T ) and (L, S) be topological systems such that there is
a homeomorphism θ : K → L with θ ◦ T = S ◦ θ. In this case the two systems
are called topologically isomorphic. Prove that (K,T ) is uniquely ergodic
if and only if (L, S) is uniquely ergodic.

(b) Prove that the shift ([0, 1), α) and the rotation (T, a), a = e2πiα, are topologi-
cally isomorphic.

(c) Prove that the skew shift ([0, 1)2, T̃α) and the skew rotation (T2, Ta), a = e2πiα,
are topologically isomorphic, and therefore simultaneously uniquely ergodic or
not.

Exercise 9.8 (Furstenberg’s correspondence principle). (a) Show that the set A
in the proof of Theorem 9.16 has the properties (1)–(3) given there.

(b) Show that the measure µ constructed in the proof of Theorem 9.16 is a T -
invariant probability measure on X with µ(A) = d(E) > 0.

Exercise 9.9 (Furstenberg’s correspondence principle for arithmetic progressions
of length 3). Prove Theorem 9.22. (Hint: Mimic the proof of Theorem 9.16, but
be careful because one needs to find an ergodic measure.)



LECTURE 10

Equidistribution

As a preparation for the later lectures we study a classical number theoretic
property which is related to ergodic theorems. A sequence (sn)n∈N in [0, 1) is called
equidistributed in [0, 1) if for every interval (a, b) ⊂ [0, 1),

(10.1) lim
N→∞

|{n ≤ N : sn ∈ (a, b)}|
N

= b− a.

One can replace open intervals (a, b) in the above by closed, or other types of
intervals, still obtaining the same notion (why?). A sequence (sn)n∈N in R is called
equidistributed modulo 1 if the sequence ({sn})n∈N is equidistributed in [0, 1).
(Recall that {x} = x− bxc is the fractional part of x.)

Next we define equidistributed sequences in T. We call a connected subset
I ⊂ T an interval. Consider the continuous mapping

e : R→ T, t 7→ e2πit.

Then I ⊂ T is an interval if and only if e−1(I) = J + 2πZ for some interval
J ⊂ R. Now, a sequence (an)n∈N in T is called equidistributed (or uniformly
distributed) in T if for every interval I ⊂ T

lim
N→∞

|{n ≤ N : an ∈ I}|
N

= m(I),

where m denotes the Haar measure on T.

Remark 10.1. It is easy to see that a sequence (sn)n∈N in R is equidistributed
modulo 1 if and only if the sequence (e(sn))n∈N is equidistributed in T, see Exercise
10.1. Furthermore, we note that an equidistributed sequence is dense in T, [0, 1) or
in R mod 1, respectively.

Remark 10.2. Obviously, a sequence (an)n∈N is equidistributed in T if and only
if for each interval I ⊂ T we have

m(I) =

∫
T

1I dm = lim
N→∞

1

N

N∑
n=1

1I(an).

1. Weyl’s equidistribution criterion

We present a very useful criterion for equidistribution of sequences due to H.
Weyl[116]. His original formulation was for equidistribution mod 1. For the equidis-
tribution on the torus we need the following considerations. A function f : T→ C
is called Riemann integrable if f ◦ e is Riemann integrable on [0, 1]. In this case
we call

1∫
0

f(e(t)) dt,

[116] H. Weyl, Über die Gleichverteilung von Zahlen mod. Eins., Math. Ann. 77 (1916),
313–352 (German).
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the Riemann integral of f on T, and we have
∫
T f dm =

∫ 1

0
f(e(t)) dt.

Theorem 10.3 (Weyl’s equidistribution criterion). For a sequence (an)n∈N in T
the following assertions are equivalent.

(i) The sequence (an)n∈N is equidistributed in T.
(ii) For every Riemann integrable function f : T→ C one has

(10.2) lim
N→∞

1

N

N∑
n=1

f(an) =

∫
T

f dm.

(iii) Every f ∈ C(T) satisfies (10.2); in other words, the measures 1
N

∑N
n=1 δan

converge to the Haar measure m in the weak∗ topology.
(iv) For every h ∈ Z \ {0} we have

lim
N→∞

1

N

N∑
n=1

ahn = 0.

Analogous assertions hold for equidistribution in [0, 1) or modulo 1, respectively. In
particular, a sequence (sn)n∈N is equidistributed modulo 1, if and only if for every
h ∈ Z \ {0}

lim
N→∞

1

N

N∑
n=1

e(hsn) = 0.

Proof. We only prove the statement concerning equidistribution on T, the rest is
left as Exercise 10.2.

The implications (ii)⇒(iii)⇒(iv) are evident (the last one relies on the fact that
the functions zh : z 7→ zh have mean zero for h ∈ Z\{0}). Thus it remains to show
the implications (iv)⇒(iii)⇒(i)⇒(ii).

(iv)⇒(iii): By assumption, (10.2) holds for all trigonometric monomials f = zh

with h ∈ Z \ {0}, and it is immediate that it also holds for f = 1 = z0. Thus,
by linearity, (10.2) holds for every trigonometric polynomial. Since these are dense

in C(T) (see Proposition 1.9) and since the operators SN : f 7→ 1
N

∑N
n=1 f(an),

N ∈ N, are uniformly bounded, we obtain (iii) by an application of the assertion in
Exercise 1.3.

(iii)⇒(i): Let I ⊂ T be an interval. We have to prove (10.2) for the function f = 1I
(see Remark 10.2). Let ε > 0. It is easy to construct g, h ∈ C(T) with g ≤ 1I ≤ h
and

∫
T h− g dm < ε (take, for instance, suitable piecewise linear approximations of

1I). Observe that 0 ≤
∫
T h− 1I dm < ε and 0 ≤

∫
T 1I − g dm < ε, and therefore

1

N

N∑
n=1

g(an)−
∫
T

g dm− ε < 1

N

N∑
n=1

1I(an)−
∫
T

1I dm

<
1

N

N∑
n=1

h(an)−
∫
T

h dm + ε.

Now, (iii) applied to g and h yield that for sufficiently large N

−2ε <
1

N

N∑
n=1

1I(an)−
∫
T

1I dm < 2ε

proving the validity of (10.2) for f = 1I .

(i)⇒(ii): By assumption, (10.2) holds for functions of the form 1I and hence for
all step functions being (finite) linear combinations of such characteristic functions.



1. WEYL’S EQUIDISTRIBUTION CRITERION 115

Since for every Riemann integrable function f : T → R and every ε > 0 there are
step functions g, h on T with g ≤ f ≤ h and

∫
T h − g dm < ε, the same argument

as in the proof of (iii)⇒(i) above finishes the proof (it suffices to prove (ii) for
real-valued functions).

The first example of an equidistributed sequence is already familiar from Lec-
tures 1 and 9.

Example 10.4 (Kronecker). For every irrational λ ∈ T the sequence (λn)n∈N
is equidistributed in T. This is essentially contained in Proposition 9.7, but also
follows easily from Weyl’s equidistribution criterion, Theorem 10.3. Indeed, take
h ∈ Z \ {0} and observe

lim
N→∞

1

N

N∑
n=1

λhn = lim
N→∞

λh

N
· 1− λhN

1− λh = 0,

implying the equidistribution property. In the additive setting this means that the
sequence (nα)n∈N is equidistributed modulo 1 for every irrational α ∈ R.

The following gives a (theoretical) way to produce equidistributed sequences.
We follow here the exposition by Rosenblatt and Wierdl [94, Thm. 2.22], see also
[73, Thm. 1.4.1].

Proposition 10.5. Let (kn)n∈N be a strictly monotone sequence in Z. Then for
Haar almost every λ ∈ T the sequence (λkn)n∈N is equidistributed.

Proof. The functions zkn , n ∈ N, form an orthonormal family, which implies that∫
T

∣∣∣ 1

N

N∑
n=1

zkn
∣∣∣2 dm =

∥∥∥ 1

N

N∑
n=1

zkn
∥∥∥2

2
=

1

N2
·N =

1

N
.

Whence we conclude∫
T

∞∑
N=1

∣∣∣ 1

N2

N2∑
n=1

zkn
∣∣∣2 dm =

∞∑
N=1

∫
T

∣∣∣ 1

N2

N2∑
n=1

zkn
∣∣∣2 dm =

∞∑
N=1

1

N2
<∞.

As a consequence, we have

(10.3) lim
N→∞

1

N2

N2∑
n=1

λkn = 0 for m-almost every λ ∈ T.

Next we show that

(10.4) lim
N→∞

1

N

N∑
n=1

λkn = 0 for m-almost every λ ∈ T.

Let N ∈ N and let k ∈ N be such that k2 ≤ N < (k + 1)2 holds. Observe that

N − k2 ≤ 2k + 1 ≤ 3
√
N and therefore∣∣∣ 1

N

N∑
n=1

λkn
∣∣∣ ≤ k2

N
·
∣∣∣ 1

k2

k2∑
n=1

λkn
∣∣∣+

1

N

∣∣∣ N∑
n=k2+1

λkn
∣∣∣

≤
∣∣∣ 1

k2

k2∑
n=1

λkn
∣∣∣+

N − k2

N
≤
∣∣∣ 1

k2

k2∑
n=1

λkn
∣∣∣+

3√
N
.

Letting N →∞ and using (10.3) proves (10.4).
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To show the equidistribution property, take h ∈ Z \ {0}. Since (hkn)n∈N is strictly
monotone, we can replace kn by hkn in (10.4) and obtain that

lim
N→∞

1

N

N∑
n=1

λhkn = 0 for m-almost every λ ∈ T.

Since a countable intersection of full measure sets still has full measure, Weyl’s
equidistribution criterion, Theorem 10.3, finishes the proof.

More (and rather involved) examples of equidistributed sequences will be dis-
cussed in Section 4 below. On the other hand, it is easy to construct artificial
examples of sequences which are not equidistributed, even if dense. The follow-
ing is a non-trivial and natural example of such a sequence involving the natural
logarithm log.

Example 10.6. Let an := e(log(n)). Then (an)n∈N is not equidistributed in T or,
equivalently, the sequence (log(n))n∈N is not equidistributed modulo 1. To see this
latter property we take the interval I = (0, 1/2) and compute how often {log(n)}
belongs to it as n ranges over N. Let N ∈ N and m ∈ {0, . . . , N − 1}. We have

log(n) ∈ (m,m+ 1/2) ⇐⇒ n ∈ (em, e1/2em).

Thus, for every m there exists ε(m) ∈ [0, 1) such that∣∣{n ≤ ⌊eN⌋ : {log(n)} ∈ I
}∣∣ =

N−1∑
m=0

(
(e1/2 − 1)em + ε(m)

)
=

(e1/2 − 1)(eN − 1)

e− 1
+

N−1∑
m=0

ε(m).

This yields that

lim
N→∞

∣∣{n ≤ ⌊eN⌋ : {log(n)} ∈ I
}∣∣

beNc =
e1/2 − 1

e− 1
=

1

e1/2 + 1
<

1

2
.

Thus (10.1) fails and (log(n))n∈N is not equidistributed modulo 1. On the other
hand, it is easy to see that (an)n∈N is dense in T using that the sequence log(n)
goes monotonically to infinity with log(n+ 1)− log(n) tending to zero, see Exercise
10.3.

Remark 10.7. The function log is an example of a logarithmico-exponential func-
tion (i.e., a real function constructed by using finitely many combinations of usual
arithmetic symbols and the function symbols exp and log) of subpolynomial growth.
For such logarithmico-exponential functions f there is a complete characterization
of the equidistribution property of the sequence (e(f(n)))n∈N in terms of the growth
of f , see, e.g., Boshernitzan’s paper [11]. As an example we mention that (e(nα))n∈N
is equidistributed for every α > 0.

2. Multidimensional equidistribution

Condition (iii) in Theorem 10.3 motivates the following generalization of equidis-
tribution of sequences to compact metric spaces.

Definition 10.8. Let K be a compact metric space with a Borel probability mea-
sure µ. Then a sequence (an)n∈N in K is called equidistributed in K (with respect
to the reference measure µ) if for every f ∈ C(K)

lim
N→∞

1

N

N∑
n=1

f(an) =

∫
T

f dµ,
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i.e., if the measures 1
N

∑N
n=1 δan converge to µ in the weak∗ topology.

Remark 10.9. If µ has full support, then every equidistributed sequence (an)n∈N
in K with respect to µ is dense in K, see Exercise 10.4.

For K = Td we take µ = md the normalised Haar measure as the reference
measure. The following criterion is a multidimensional analogue of Theorem 10.3
which we state multiplicatively only and leave the proof as Exercise 10.5.

Theorem 10.10 (Weyl’s equidistribution criterion for Td). For a sequence (an)n∈N
in Td the following assertions are equivalent.

(i) The sequence (an)n∈N is equidistributed in Td.
(ii) For every h ∈ Zd \ {0}

lim
N→∞

1

N

N∑
n=1

ahn = 0,

where the multi-index notation (x1, . . . , xd)
h := xh1

1 · . . . · xhdd is used.

The following example is a multidimensional version of Example 10.4.

Example 10.11 (Kronecker). For λ ∈ Td and n ∈ N consider an := λn =
(λn1 , . . . , λ

n
d ). Then (an)n∈N is equidistributed if and only if the corresponding

topological system (Td, λ) is minimal, i.e., if and only if λ ∈ Td is irrational in the
sense that for every h ∈ Zd

(10.5) λh = (1, . . . , 1) =⇒ h = (0, . . . , 0)

(cf. Theorem 3.31). The proof is left as Exercise 10.6.

Remark 10.12. The above property of irrationality of λ implies irrationality of
every coordinate of λ (why?), but the converse implication is not true (cf. Theorem
3.31). Take for example λ whose coordinates are irrational and all equal. Although,
by Example 10.11, the sequence (λn)n∈N for such λ is not equidistributed in Td (if
d ≥ 2), it is equidistributed in the diagonal {(z, . . . , z) : z ∈ T} with respect to the
induced (1-dimensional normalized Lebesgue, or Haar) measure on it (by Example
10.4). For more on this phenomenon see, e.g., [105]

3. Equidistribution of polynomial sequences

In Lecture 7 we have discussed a powerful tool, developed by the number the-
orist J. van der Corput to estimate exponential sums. We recall it in a special
case.

Lemma 10.13 (Van der Corput’s lemma). Let (un)n∈N be a bounded sequence in
C. Then

lim inf
J→∞

1

J

J∑
h=1

lim sup
N→∞

1

N

∣∣∣∣∣
N∑
n=1

un+kun

∣∣∣∣∣ = 0 =⇒ lim
N→∞

1

N

N∑
n=1

un = 0.

Based on this we can immediately deduce the following important corollary.

Corollary 10.14. Let (an)n∈N be a sequence in Td be such that for every k ∈ N the
sequence (an+kan)n∈N is equidistributed in Td. Then (an)n∈N itself is equidistributed
in Td.

Proof. By Theorem 10.10 it suffices to show that for every h ∈ Zd \ {0}

(10.6) lim
N→∞

1

N

N∑
n=1

ahn = 0.
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Take h ∈ Zd\{0} and define un := ahn. For k ∈ N we observe that, by the hypothesis
and by Theorem 10.10

lim
N→∞

1

N

N∑
n=1

un+kun = lim
N→∞

1

N

N∑
n=1

(an+kan)h = 0.

Thus (10.6) follows from Lemma 10.13.

Remark 10.15. The sequences (an+kan)n∈N are often called (multiplicative)
discrete derivatives of (an)n∈N. This terminology becomes apparent when writ-
ing an as e(sn), so that an+kan = e(sn+k − sn). The additive version of Corollary
10.14, where the terms an+kan are replaced by sn+k − sn, is called van der Cor-
put’s difference theorem.

Recall that by Proposition 10.5, for every subsequence (kn)n∈N of N the se-
quence (λkn)n∈N is equidistributed in T for (Lebesgue) almost every λ ∈ T. How-
ever, it is sometimes important to know for which λ exactly equidistribution occurs.
Our aim in the rest of this lecture is to show that whenever (kn)n∈N is produced by
polynomials, by primes or by polynomials of primes, one has equidistribution for
every irrational λ. This will be important for later lectures.

We first need a simple fact whose proof we leave as Exercise 10.7.

Lemma 10.16. Let m ∈ N, let a ∈ C and let (an)n∈N be a bounded sequence in C.
Then

lim
N→∞

1

N

N∑
n=1

an = a ⇐⇒ lim
N→∞

1

mN

mN∑
n=1

an = a.

The following is a polynomial version of Example 10.4.

Theorem 10.17 (Weyl, equidistribution of polynomial sequences). Let P be a real
polynomial, P (x) = adx

d + · · ·+ a1x+ a0, with at least one among the coefficients
a1, . . . , ad being irrational. Then the sequence (e(P (n)))n∈N is equidistributed in T.

Proof. We proceed by induction on the degree d of P . If d = 1, the assertion follows
from Example 10.4. Suppose that d ≥ 2 and the assertion holds for polynomials
with degree smaller than d.

We first consider the case when the leading coefficient ad is rational and take m ∈ N
such that mad ∈ Z. Observe that for h ∈ Z \ {0} we have

1

N

mN∑
n=1

e(hP (n)) =
1

N

N∑
n=1

e(hP (mn)) +
1

N

N∑
n=1

e(hP (mn− 1)) + . . .

+
1

N

N∑
n=1

e(hP (mn−m+ 1)).

The polynomials Qh,j defined as Qh,j(x) := hP (mx−j)−hmdadx
d, j ∈ {0, . . . ,m−

1}, are of degree at most d − 1. Since mad ∈ Z, they have at least one irrational
coefficient (different from the constant term) and e(Qh,j(n)) = e(hP (mn− j)) for
each j ∈ {0, . . . ,m − 1} and n ∈ N. Hence the equidistribution of (e(P (n)))n∈N
follows from the induction hypothesis, Lemma 10.16 and Theorem 10.3.

Suppose now that the leading coefficient of P is irrational. Define un := e(P (n))
and observe that

un+kun = e(P (n+ k)− P (n)) = e(Qk(n))

for every k ∈ N, where Qk is the polynomial defined as Qk(x) := P (x+ k)− P (x).
It is easy to see that deg(Qk) = deg(P )− 1 = d− 1 and that the leading coefficient
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of Qk is irrational as well. The induction hypothesis together with Corollary 10.14
finishes the argument.

Remark 10.18. It is clear that equidistribution fails if all coefficients of P , with
the possible exception of the constant term, are rational, see Exercise 10.8.

Analogously one can prove the multidimensional case (we leave the details to
the reader).

Proposition 10.19 (Equidistribution of multivariate polynomials). Let P ∈ Rd[·]
be a multivariate polynomial with at least one irrational (in the sense of (10.5))
coefficient different from the constant term. Then the sequence (e(P (n)))n∈N is
equidistributed in Td.

In Lecture 9 we briefly mentioned how equidistribution is connected to unique
ergodicity of certain group extensions. Here we illustrate by an easy example how
equidistribution can be used in ergodic theory.

Proposition 10.20. If a ∈ T is irrational, the skew shift (T2, Ta) is uniquely
ergodic.

Proof. First of all we recall that (T2,m2, Ta) is ergodic (see Example 8.24). By
Corollary 7.12 we only need to prove the mean ergodicity of the Koopman operator
T on C(T), i.e., taking the ergodicity of (T2,m2, Ta) into account it suffices to prove
that

(10.7) lim
N→∞

1

N

N−1∑
n=0

Tna f =

∫
T

f dm · 1

for every f ∈ C(T2) (pointwise or uniformly, all the same here, see Section 2). We
first consider trigonometric monomials f = zm, m = (m1,m2) ∈ Z2. For such a
function we have by Proposition 9.10

1

N

N−1∑
n=0

Tna zm =
1

N

N−1∑
n=0

am1nzm1
1 · am2

n(n−1)
2 znm2

1 zm2
2 .

For x, y ∈ T and m 6= (0, 0) we obtain from the equidistribution theorem for
polynomials (Theorem 10.17) that

lim
N→∞

1

N

N−1∑
n=0

Tna zm(x, y) = lim
N→∞

1

N

N−1∑
n=0

am1nam2
n(n−1)

2 xnm2xm1ym2 = 0.

Since (10.7) is trivial for m = (0, 0), we obtain (10.7) for every trigonometric
monomial, and then by linearity for every trigonometric polynomial. A density
argument proves (10.7) for every f ∈ C(T2).

4. Equidistribution of primes and polynomials of primes

Up to now the lectures were more or less self-contained. This changes now
dramatically since we turn our attention to prime numbers, and for that we need
really deep results from number theory. These will be used as a black box, and we
only prepare here some important tools for the next lectures.

Denote by P the set of primes and list them increasingly in the sequence∗

(pn)n∈N, i.e., p1 = 2. Denote by π : R→ N0 the prime counting function given by

π(x) := |{n : pn ≤ x}|.
∗Euclid tells us that the sequence is infinite.
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Theorem 10.21 (Prime number theorem, de la Vallée Poussin). We have

lim
x→∞

π(x)
x

log(x)

= 1.

To average over primes we shall need the following, so-called, modified von
Mangoldt function Λ′ defined as

Λ′(n) := log(n)1P(n) =

{
log(n), if n ∈ P,
0, otherwise.

It involves a simple computation to show that the prime number theorem is equiv-
alent to the following asymptotics for the function Λ′

(10.8) lim
N→∞

1

N

N∑
n=1

Λ′(n) = 1,

see Exercise 10.10. In what follows, we use p to denote a prime number without
writing explicitly p ∈ P. The following easy but very useful result shows one
important property of the function Λ′: Averaging along the primes is the same as
averaging with the weight Λ′ along the natural numbers.

Lemma 10.22. For a bounded sequence (bn)n∈N in C we have

(10.9) lim
N→∞

∣∣∣ 1

N

N∑
n=1

Λ′(n)bn −
1

π(N)

∑
p≤N

bp

∣∣∣ = 0.

Proof. Assume without loss of generality that |bn| ≤ 1 for every n ∈ N. For N ∈ N
we have by the prime number theorem, Theorem 10.21 that

lim sup
N→∞

∣∣∣ 1

π(N)

∑
p≤N

bp −
1

N

N∑
n=1

Λ′(n)bn

∣∣∣ = lim sup
N→∞

∣∣∣ 1

N

∑
p≤N

(log(N)− log(p)) · bp
∣∣∣

≤ lim
N→∞

( log(N) · π(N)

N
− 1

N

∑
p≤N

log(p)
)

= 1− lim
N→∞

1

N

N∑
n=1

Λ′(n) = 0,

where for the last equality we used (10.8).

We now need some further notation. For ω ∈ N define

W = Wω :=
∏
p≤ω

p.

For r < W coprime to W consider the modified Λ′-function defined as

Λ′r,ω(n) :=
ϕ(W )

W
Λ′(Wn+ r),

for the Euler totient function ϕ given by

ϕ(n) := |{a < n : a coprime to n}|.
We mention the following refinement of the prime number theorem.

Theorem 10.23 (Prime number theorem for arithmetic progressions). Let a, q ∈ N
be coprime and denote by πa,q(x) the number of primes not exceeding x which are
congruent to a modulo q. Then

lim
x→∞

πa,q(x)
x

log(x)

=
1

ϕ(q)
.
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Again one can prove that this implies

lim
N→∞

1

N

N∑
n=1

Λ′r,ω(n) = 1.

The following is a special case of a deep result of Green and Tao [53, Prop.
10.2], see also [35, Cor. 2.2], which we will use as black box. We just mention that
to obtain this special case from their version requires some further theory (such as
the notion of nilsequences and their properties) which we skip here.

Theorem 10.24 (Green–Tao). For every integer polynomial P and every λ ∈ T

(10.10) lim
w→∞

lim sup
N→∞

max
r<W,(r,W )=1

∣∣∣∣∣ 1

N

N∑
n=1

(Λ′r,w(n)− 1)λP (n)

∣∣∣∣∣ = 0.

We note that the result of Green and Tao in [53] is conditional to the so-called
Möbius-Nilsequence-Conjecture which was proved by them later in [55].

The following restricts the sequence N in Example 10.4 to the primes and
polynomials of primes. We will use Theorem 10.24 to reduce equidistribution of
polynomials of primes to equidistribution of polynomials.

Theorem 10.25 (Equidistribution of primes and polynomials of primes). For ev-
ery integer polynomial P and every irrational λ ∈ T, the sequence (λP (pn))n∈N is
equidistributed in T. In the additive setting, for every irrational s ∈ R, the sequence
(sP (pn))n∈N is equidistributed modulo 1.

Proof. By Weyl’s equidistribution criterion, Theorem 10.3, it is enough to show
that for every irrational λ ∈ T

lim
N→∞

1

N

N∑
n=1

λP (pn) = 0.

Define an := Λ′(n)λP (n). By Lemma 10.22 it suffices to show

(10.11) lim
N→∞

1

N

N∑
n=1

an = 0.

Since for n > 1, we have an 6= 0 if and only if n ∈ P, Lemma 10.16 implies for every
ω and W = Wω that

lim
N→∞

1

N

N∑
n=1

an = lim
N→∞

1

WN

WN∑
n=1

an =
1

W

∑
r<W, (r,W )=1

lim
N→∞

1

N

N∑
n=1

aWn+r.

Thus, taking limω→∞ and using Theorem 10.24 leads to

lim
N→∞

1

N

N∑
n=1

an = lim
ω→∞

1

W

∑
r<W, (r,W )=1

lim
N→∞

1

N

N∑
n=1

aWn+r

= lim
ω→∞

1

ϕ(W )

∑
r<W, (r,W )=1

lim
N→∞

1

N

N∑
n=1

Λ′r,ω(n)λP (Wn+r)

= lim
ω→∞

1

ϕ(W )

∑
r<W, (r,W )=1

lim
N→∞

1

N

N∑
n=1

λP (Wn+r).(10.12)

Since P (W · +r) are again integer polynomials and λ is irrational, the sequences
(λP (Wn+r))n∈N are all equidistributed in T by Theorem 10.17 and hence the right-
hand side of (10.12) equals zero. Thus (10.11) is proved.
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Of course, the above proof is so short because it uses the very deep and powerful
Theorem 10.24. The original proof of Theorem 10.25 is due to Vinogradov and uses
the classical Hardy–Littlewood method (see, for example, [111]).
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Exercises

Exercise 10.1. Prove that a sequence (sn)n∈N in R is equidistributed modulo 1 if
and only if the sequence (e(sn))n∈N is equidistributed in T.

Exercise 10.2. Formulate analogous conditions to the ones in Theorem 10.3 for
equidistribution modulo 1 and prove the equivalence of them.

Exercise 10.3. Show that {log(n) : n ∈ N} is dense in [0, 1) (cf. Example 10.6).

Exercise 10.4 (Equidistribution in compact metric spaces). (a) Let K be a com-
pact metric space and let (an)n∈N be a sequence in K. If (an)n∈N is equidis-
tributed with respect to a measure with full support, then (an)n∈N is dense.

(b) Construct a dense sequence in K := {0, 1} which is not equidistributed with
respect to any probability measure on K.

Exercise 10.5 (Multidimensional Weyl criterion). Prove Theorem 10.10.

Exercise 10.6 (Equidistribution in Td). Work out the details of Example 10.11.

Exercise 10.7 (Cesàro convergence). Prove Lemma 10.16.

Exercise 10.8 (Equidistribution of polynomials). Show that (e(P (n)))n∈N is not
equidistributed if all coefficients of P are rational, with the possible exception of
the constant term. This shows that the irrationality assumption in Theorem 10.17
is necessary.

Exercise 10.9 (Density of polynomial sequences and primes). (a) Let P be an in-
teger polynomial with deg(P ) ≥ 2. Show that the set P (N0) has density 0.

(b) Prove that for each n ∈ N

nπ(2n)−π(n) ≤
(

2n

n

)
< 4n.

Use this and a telescopic summation to estimate π(2k) and show that the
density of P satisfies is 0, i.e.,

lim
n→∞

π(n)

n
= 0.

Exercise 10.10 (Prime number theorem and the modified von Mangoldt function).
Prove the equivalence

lim
n→∞

π(n) log(n)

n
= 1 ⇐⇒ lim

N→∞

1

N

N∑
n=1

Λ′(n) = 1.

(Hint: Use summation by parts.)





LECTURE 11

Multiple and subsequential ergodic theorems

In this lecture we generalize the mean ergodic theorem in two different ways,
both of which have already been mentioned earlier: We discuss the convergence of
multiple ergodic averages as a generalizations of the double convergence theorem,
Theorem 9.20 from Lecture 9, and the convergence of subsequential ergodic aver-
ages, as a generalization of the polynomial mean ergodic theorem, Theorem 7.13
from Lecture 7.

1. Kronecker factor and weak mixing

Before turning to ergodic theorems we discuss two important properties which
a measure-preserving system may or may not have. Recall that by Proposition 3.4
for an ergodic system (X,µ, T ) and for sets A,B ⊂ X with µ(A) > 0 and µ(B) > 0
there are infinitely many n ∈ N such that µ(T−nA ∩ B) > 0. That is to say, for
infinitely many times the region A is “mixed” with region B under the dynamics.
The following two properties present even stronger requirements.

Definition 11.1 (Mixing and weak mixing). Let (X,µ, T ) measure-preserving sys-
tem. The system, and the transformation T itself, are called (strongly) mixing
if for each pair A,B ⊂ X of measurable sets

lim
n→∞

µ(A ∩ T−nB) = µ(A)µ(B),

and weakly mixing if for each pair A,B ⊂ X of measurable sets

D- lim
n→∞

µ(A ∩ T−nB) = µ(A)µ(B).

Evidently, every strongly mixing system is weakly mixing. Moreover, every
weakly mixing system is ergodic. Indeed, if A is an invariant set in a weakly mixing
system, then µ(A) = µ(A)2, so that µ(A) ∈ {0, 1}, implying ergodicity.

However, there are many ergodic systems that are not weakly mixing, see Ex-
ample 11.5 or Exercise 11.3. To show that weak mixing does not imply mixing is
much more difficult. For a fixed, standard probability space, Halmos[58] showed
that set of weakly mixing systems is large in the sense of Baire category (namely a

dense Gδ set), while Rokhlin[93] showed that strongly mixing systems form a small
(meager) set, if one endows the set of all measure-preserving systems on the given
probability space with an appropriate complete metric. These results imply that a
“typical” measure-preserving transformation is weakly mixing but not mixing. The
first explicit such example was constructed by Chacon[24] only in 1969.

[58] P. R. Halmos, In general a measure preserving transformation is mixing, Ann. Math.
(2) 45 (1944), 786–792.

[93] V. A. Rokhlin, A “general” measure-preserving transformation is not mixing, Doklady
Akad. Nauk SSSR (N.S.) 60 (1948), 349–351.

[24] R. V. Chacon, Weakly mixing transformations which are not strongly mixing, Proc.
Amer. Math. Soc. 22 (1969), 559–562.
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Proposition 11.2 (Characterization of weak mixing). Let (X,µ, T ) be a measure-
preserving system with Koopman operator T on L0(X,µ), let p, q ∈ [1,∞] satisfy
1
p+ 1

q = 1, let D ⊂ Lp(X,µ) and D′ ⊂ Lq(X,µ) be subsets whose linear hull is dense

in the respective spaces. Let E and E ′ be ∩-stable generators∗ of the underlying σ-
algebra. The following assertions are equivalent.

(i) The system (X,µ, T ) is weakly mixing.
(ii) For every A ∈ E and B ∈ E ′

D- lim
n→∞

µ(T−nA ∩B) = µ(A)µ(B).

(iii) For every f ∈ D and every g ∈ D′

(11.1) D- lim
n→∞

〈Tnf, g〉 = 〈f,1〉〈1, g〉.

(iv) For every f ∈ Lp(X,µ) and every g ∈ Lq(X,µ)

D- lim
n→∞

〈Tnf, g〉 = 〈f,1〉〈1, g〉.

Proof. The implications (i)⇒(ii) and (iv)⇒(iii) are trivial, while the implication
(iv)⇒(i) follows by specializing f = 1A and g = 1B in (iv).

(iii)⇒(iv): This is an easy approximation argument, see Exercise 11.1.

(ii)⇒(i): Consider the subsets F := lin{1A : A ∈ E} and F ′ := lin{1B : B ∈ E ′},
both of which are dense in L2(X,µ) (why?). Hypothesis (ii) yields the equality
(11.1) for f = 1A, g = 1B with A ∈ E , B ∈ E ′. By linearity we obtain equality
(11.1) for f ∈ F and g ∈ F ′. By the implication (iii)⇒(iv) we obtain the validity
of (iv) for p = q = 2, and then (i) follows.

(i)⇒(iv): Apply the the already proven implication (iii)⇒(iv) to the space D = D′

of simple functions, for which (11.1) holds by linearity and hypothesis (i).

Example 11.3 (Shifts are weakly mixing). Each (one- or two-sided) shift with
arbitrary state space (Y, ν), in particular, each Bernoulli shift B(p0, . . . , pk−1) is
mixing and hence weakly mixing. A proof is based on the equivalence (i)⇔(ii) in
the previous characterization, see Exercise 11.2.

Simple examples of not weakly mixing systems are presented in Exercise 11.3.
Before the next important, operator theoretic characterization of weak mixing, we
recall the following facts from Lectures 2 and 8. The Koopman operator T leaves
each Lp-space invariant, T is an isometry on each Lp-space so Pσ(T ) ⊂ T, and the
set Pσ(T ) of eigenvalues is independent of p ∈ [1,∞]. For given λ ∈ T the space
of L∞-eigenfunctions of T is dense in the space of Lp-eigenfunctions (for every
p ∈ [1,∞]).

Theorem 11.4 (Characterization of weak mixing). For a measure-preserving sys-
tem (X,µ, T ) with Koopman operator T on Lp(X,µ), p ∈ [1,∞], the following
assertions are equivalent.

(i) (X,µ, T ) is weakly mixing.
(ii) The Kronecker factor of (X,µ, T ) is trivial, i.e., Hkr = C1.
(iii) (X,µ, T ) is ergodic and the point spectrum of the Koopman operator T satisfies

Pσ(T ) = {1}.

By what is said above it suffices to consider p = 2 only.

∗E is ∩-stable if A,B ∈ E implies A ∩B ∈ E.
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Proof. (ii)⇔(iii): We have Hkr = Fix(T ) (i.e., kr(X,µ, T ) = fix(X,µ, T )) if and
only if Pσ(T ) = {1}, and, by Proposition 3.21, the system is ergodic if and only if
Fix(T ) = C1. The required equivalence follows.

(ii)⇒(i): We prove assertion (iv) in Proposition 11.2 for every f, g ∈ L2(X,µ).
Write an arbitrary f ∈ L2(X,µ) as f = Pkrf + (I − Pkr)f . By hypothesis Pkrf =
〈f,1〉1, so that f − 〈f,1〉1 ∈ Haws. By Theorem 6.16 applied to the Koopman
operator T on the Hilbert space H = L2(X,µ) we obtain

D- lim
n→∞

(〈Tnf, g〉 − 〈f,1〉〈1, g〉) = 0

for each g ∈ L2(X,µ). By Proposition 11.2 this is equivalent to the weak mixing
property of (X,µ, T ).

(i)⇒(iii): Assume (i). The ergodicity of (X,µ, T ) was discussed above. Let now
λ ∈ Pσ(T ) ⊂ T. By Proposition 3.23 there exists a bounded eigenfunction f ∈
L∞(X,µ) with Tf = λf . Since 〈Tnf, f〉 = λn‖f‖22, Proposition 11.2(iv) applied to
g := f yields that D- limn→∞ λn exists. This implies λ = 1 (why?).

Example 11.5 (Group rotations are not weakly mixing). Since for the torus ro-
tation (Td,md, a) the Kronecker factor is the whole system, these systems are not
weakly mixing. More generally, each compact group rotation system (G,mG, a)
with G having at least two elements is not weakly mixing (see Theorem 8.22).

It is easy to see that Koopman isomorphic systems are simultaneously weakly mix-
ing or not. As a consequence a non-trivial system with discrete spectrum is not
weakly mixing (see again Theorem 8.22).

For a further remarkable characterization of weak mixing we need the following.

Remark 11.6. Let (X,µ, T ), (Y, ν, S) be a measure-preserving systems. For f ∈
L2(X,µ) and g ∈ L2(Y, ν) define f ⊗ g : (x, y) 7→ f(x)g(y). Then f ⊗ g ∈ L2(X ×
Y, µ⊗ν) and the linear hull of such functions is dense in L2(X×Y, µ⊗ν). We have

(f ⊗ g |u⊗ v)L2(X×Y,µ⊗ν) = (f |u)L2(X,µ)(g |v)L2(Y,ν).

The Koopman operator of the product system is denoted by T ⊗ S and we have
(T ⊗ S)(f ⊗ g) = Tf ⊗ Sg for f ∈ L2(X,µ), g ∈ L2(Y, ν).

Proposition 11.7 (Product characterization of weak mixing). For a measure-
preserving system (X,µ, T ) the following are equivalent.

(i) (X,µ, T ) is weakly mixing.
(ii) (X × Y, µ⊗ ν, T × S) is ergodic for every ergodic system (Y, ν, S).
(iii) (X ×X,µ⊗ µ, T × T ) is ergodic.
(iv) (X×Y, µ⊗ν, T×S) is weakly mixing for every weakly mixing system (Y, ν, S).
(v) (X ×X,µ⊗ µ, T × T ) is weakly mixing.

Proof. We denote by T and S the Koopman operators of (X,µ, T ) and (Y, ν, S),
respectively.

(i)⇒(ii): Let (Y, ν, S) be an ergodic system, and let f, u ∈ L2(X,µ) and g, v ∈
L2(Y, ν). Then for the Koopman operator T ⊗ S we have

((T ⊗ S)n(f ⊗ g)|u⊗ v) = (Tnf |u) · (Sng |v).

Since (Tnf |u)
D→ (f |1X)(1X |u) by Proposition 11.2, and since 1

N

∑N−1
n=0 (Sng |v)→

(g |1Y )(1Y |v) by ergodicity and by the mean ergodic theorem (Proposition 7.4), we
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conclude that

1

N

N−1∑
n=0

((T ⊗ S)n(f ⊗ g)|u⊗ v)→ (f |1X)(1X |u)(g |1Y )(1Y |v)

= (f ⊗ g |1X ⊗ 1Y )(1X ⊗ 1Y |u⊗ v)

(cf. Proposition 4.13). By Remark 11.6 this implies

lim
N→∞

1

N

N−1∑
n=0

(T ⊗ S)nh =

∫
X×Y

h dµ⊗ ν · 1X×Y

for every h ∈ L2(X × Y, µ⊗ ν), so Proposition 7.4 establishes the ergodicity of the
product system.

(ii)⇒(iii): The one-point system ({0}, δ0, id) (with trivial dynamics) is ergodic and
the product (X × {0}, µ ⊗ δ0, T × id) is isomorphic to (X,µ, T ). We obtain from
the hypothesis that the latter system is ergodic. Now the validity of (iii) follows
also from the hypothesis (ii).

(iii)⇒(i): For f, g ∈ L2(X,µ) we have (Tnf |g)(Tnf |g) = ((T ⊗ T )n(f ⊗ f)|g ⊗ g).
By ergodicity and the mean ergodic theorem (see Proposition 7.4), the Cesàro
averages of these expressions converge to (f⊗f |1⊗1)(1⊗1|g⊗g) = |(f |1)|2|(1|g)|2.

Moreover, by ergodicity we have that lim
N→∞

1
N

∑N−1
n=0 (Tnf |g) = (f |1)(1|g). Thus

we conclude that

1

N

N−1∑
n=0

|(Tnf |g)− (f |1)(1|g)|2

=
1

N

N−1∑
n=0

|(Tnf |g)|2 − 2Re(Tnf |g)(f |1)(1|g) + |(f |1)(1|g)|2

→ |(f |1)|2|(1|g)|2 − 2Re|(f |1)|2|(1|g)|2 + |(f |1)|2|(1|g)|2 = 0 as n→∞.

The Koopman–von Neumann lemma (Lemma 4.18) finishes the proof of (i).

(ii)⇒(iv): Let (Y, ν, S) be a weakly mixing system, and let (Z, κ,R) be an ergodic
system. Then by the already proven equivalence we have that (Y ×Z, ν⊗κ, S×R)
is ergodic, and similarly that ((X × (Y × Z), µ⊗ (ν ⊗ κ), T × (S × R)) is ergodic.
Hence (X × Y, µ⊗ µ, T × S) is weakly mixing.

(iv)⇒(i): Since the one-point system ({0}, δ0, id) is weakly mixing, the assertion is
clear.

If (i) holds, then (iv) holds, and (v) is clear. The implication (v)⇒(iii) is trivial.

2. Multiple ergodic theorems

Next we turn to the following generalization of the double convergence theorem
(Theorem 9.20) from Lecture 9.

Theorem 11.8 (Host–Kra, multiple ergodic theorem, 2005). Let (X,µ, T ) be an
ergodic measure-preserving system, let k ≥ 2, and let f1, . . . , fk−1 ∈ L∞(X,µ).
Then the limit of the multiple ergodic averages

(11.2) lim
N→∞

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T (k−1)nfk−1

)
exists in L2(X,µ).
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We shall not prove this deep result for general ergodic measure-preserving sys-
tems, but discuss two special classes, for which the proof is easy. The first such
particular case is when the system is completely structured, meaning that it has
discrete spectrum, i.e., the Kronecker factor coincides with the whole system.
Recall that by definition this means that the linear hull of the L∞-eigenfunctions
is dense in L2 (and L1), see Lecture 8.

Proposition 11.9. Let (X,µ, T ) be an ergodic measure-preserving system with
discrete spectrum. Then for every k ≥ 2 and every f1, . . . , fk−1 ∈ L∞(X,µ) the
limit in (11.2) exists in the L2-norm .

Proof. First, let f1, . . . , fk−1 ∈ L∞(X,µ) be eigenfunctions of the Koopman oper-
ator T . Then we have

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T (k−1)nfk−1

)
=

1

N

N−1∑
n=0

(
λ1λ

2
2 · · ·λk−1

k−1

)n · f1 · · · fk−1,

and we have convergence in L2(X,µ) for N →∞ as asserted. By linearity we obtain
the existence of the limit whenever f1, . . . , fk−1 are linear combinations of L∞-
eigenfunctions of T , and these form a dense subspace of L2(X,µ) by the hypothesis.
The assertion follows now by an elementary approximation argument.

The other special case is when the system is as unstructured as it can be,
meaning that the Kronecker factor is trivial, i.e., contains only constants.

Proposition 11.10. Let (X,µ, T ) be a weakly mixing measure-preserving system.
Then for every k ≥ 2 and every f1, . . . , fk−1 ∈ L∞(X,µ)

lim
N→∞

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T (k−1)nfk−1

)
=
(∫
X

f1 dµ · · ·
∫
X

fk−1 dµ
)
· 1

holds in L2(X,µ).

Proof. The proof is by induction on k. For k = 2 the assertion is just the mean
ergodic theorem for ergodic systems (recall that every weakly mixing system is
ergodic). Suppose now that the assertion is proved for some k ≥ 2, and let
f1, . . . , fk ∈ L∞(X,µ). Decompose fk = Pkrfk+(I−Pkr)fk. By linearity it suffices
to handle the two cases fk = Pkrfk or fk = (I−Pkr)fk separately. Since the system
is weakly mixing, Pkr is the orthogonal projection onto C1 by Proposition 11.2. So
if fk = Pkrf ∈ Hkr, then

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T (k−1)nfk−1

)(
T knfk

)
=

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T (k−1)nfk−1

)
fk,

and by the induction hypothesis we obtain that

lim
N→∞

1

N

N−1∑
n=0

(
Tnf1

)
·
(
T 2nf2

)
· · ·
(
T knfk

)
=
(∫
X

f1 dµ · · ·
∫
X

fk−1 dµ
)
·
∫
X

fk dµ · 1.

Next, suppose that fk = (I − Pkr)fk, i.e., f ∈ Haws (see Theorem 6.16). We
apply the van der Corput trick (Lemma 7.16) to the functions un :=

(
Tnf1

)
·
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T 2nf2

)
· · ·
(
T knfk

)
. We obtain by the T -invariance of µ that

(un |un+h) =

∫
X

(
Tnf1 · T 2nf2 · · ·T knfk

)
·
(
Tn+hf1 · T 2(n+h)f2 · · ·T k(n+h)fk

)
dµ

=

∫
X

(
f1 · Tnf2 · · ·T (k−1)nfk

)
·
(
Thf1 · Tn+2hf2 · · ·T (k−1)n+kh)fk

)
dµ

=

∫
X

(
f1T

hf1

)
· Tn

(
f2T

2hf2

)
· · ·T (k−1)n

(
fkT

khfk
)

dµ.

By the continuity of the scalar product and by the induction hypothesis

lim
N→∞

1

N

N−1∑
n=0

(un |un+h) =

∫
X

f1T
hf1 dµ ·

∫
X

f2T
2hf2 dµ · · ·

∫
X

fkT
khfk dµ.

Hence we conclude that

lim sup
J→∞

1

J

J−1∑
h=0

∣∣∣ lim
N→∞

1

N

N−1∑
n=0

(un |un + h)
∣∣∣

= lim sup
J→∞

1

J

J−1∑
h=0

∣∣∣∫
X

f1T
hf1 dµ ·

∫
X

f2T
2hf2 dµ · · ·

∫
X

fkT
khfk dµ

∣∣∣
≤ ‖f1‖2∞ · · · ‖fk−1‖2∞ lim sup

J→∞

1

J

J−1∑
h=0

∫
X

|fkT khfk| dµ = 0,

since fk ∈ Haws (use Theorem 6.16 and Lemma 4.18).

The general case of the multiple ergodic theorem of Host and Kra, see [62],
requires much more sophisticated techniques than what we have developed in these
lectures so far. If one is interested in recurrence only, see the result right below,
the proof is little bit more tractable but still beyond the scope of these lectures,
see, e.g., [47].

Theorem 11.11 (Furstenberg, multiple recurrence, 1977). For a measure-preser-
ving system and k ∈ N with k ≥ 2 we have the following.

(a) For f ∈ L∞(X,µ) with f > 0

lim inf
N→∞

1

N

N−1∑
n=0

∫
X

f · Tnf · T 2nf · · ·T (k−1)nf dµ > 0.

(b) In particular, for every A ⊂ X with µ(A) > 0

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−(k−1)nA) > 0 for some n ∈ N.

As a matter of fact, Furstenberg proved the equivalence of (a) and (b) in the
previous theorem, and of the celebrated result of Szemerédi which we recall here
from Lecture 9, see also [36, Ch. 20]. Then he proved the multiple recurrence the-
orem, thus presenting an ergodic theoretic proof of Szemerédi’s following theorem.

Theorem 11.12 (Szemerédi, 1975). Every subset of the natural numbers with pos-
itive upper density contains arbitrarily long arithmetic progressions.

We do not give the proof of the previous results here, but present a remarkable
property of weakly mixing systems that was discovered by Furstenberg on the way
to his proof of the multiple recurrence theorem, Theorem 11.11.



3. SUBSEQUENTIAL ERGODIC THEOREMS 131

A measure-preserving system is called weakly mixing of order k ∈ N, if for
every choice A0, . . . , Ak−1 ⊂ X of measurable subsets

D- lim
n→∞

µ(A0 ∩ T−1A1 ∩ . . . T−(k−1)nA) = µ(A0)µ(A1) · · ·µ(Ak−1).

Clearly, weak mixing of order k = 2 is precisely weak mixing, and a kth-order
weakly mixing system is weakly mixing of any order m with m ≤ k, in particular,
it is weak mixing. The following is a surprising result, whose proof we leave as
Exercise 11.5.

Proposition 11.13 (Furstenberg). Every weakly mixing measure-preserving sys-
tem is weakly mixing of all orders.

From this it is easy to deduce the multiple recurrence theorem for weakly mixing
systems. For the case of systems with discrete spectrum we refer to Exercise 11.4.

Analogously to weak mixing of higher orders one can make the following defi-
nition. A measure preserving system is called (strongly) mixing of order k ∈ N,
if for every choice A0, . . . , Ak−1 ⊂ X of measurable subsets

lim
n→∞

µ(A0 ∩ T−1A1 ∩ . . . T−(k−1)nA) = µ(A0)µ(A1) · · ·µ(Ak−1).

A still open problem of Rokhlin is whether strong mixing implies strong mixing of
order k = 3, or even strong mixing of all orders. A particular case has been settled
by Host [61], see also Nadkarni [87, Ch. 10].

Theorem 11.14 (Host). Let (X,µ, T ) be an invertible, standard system. For every
f ∈ L2(X,µ) consider the scalar spectral measure σf of the (unitary) Koopman
operator on L2(X,µ), and suppose that σf and the Haar measure on T are mutually
singular. If the system is strongly mixing, then it is strongly mixing of all orders.

3. Subsequential ergodic theorems

Suppose that, for a given subsequence (kn)n∈N of N, we are interested in how
systems evolve along the times (kn)n∈N, and we ignore all other times. For example,
we could be interested what the system does on Wednesdays only (that would
mean a periodic sequence (kn)n∈N), or what an orbit does along the days that are
numbered by the primes.

This motivates the following definition. Here and later, we understand under a
subsequence (kn)n∈N of N an eventually strictly increasing sequence (kn)n∈N in N.

Definition 11.15. A subsequence (kn)n∈N of N is called a good subsequence
for the mean ergodic theorem (or mean good) if for every invertible measure-
preserving system (X,µ, T ) and every f ∈ L2(X,µ) the averages along (kn)n∈N

(11.3)
1

N

N∑
n=1

T knf

converge in L2(X,µ). A subsequence which is not mean good is called mean bad
(or bad for the mean ergodic theorem).

Example 11.16 (Affine sequences). A first easy example of a mean good subse-
quence is an affine subsequence of the form kn := an + b for a fixed a ∈ N, b ∈ Z.
This follows from the identity T knf = (T a)n(T bf) and the mean ergodic theorem.

It is easy to characterize good subsequences for the mean ergodic theorem.

Proposition 11.17 (Characterization of mean good sequences). For a subsequence
(kn)n∈N of N the following assertions are equivalent.

(i) (kn)n∈N is a good subsequence for the mean ergodic theorem.
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(ii) For every unitary operator S on a Hilbert space H and every x ∈ H the
averages

(11.4)
1

N

N∑
n=1

Sknx converge.

(iii) For every λ ∈ T the limit

d(λ) := lim
N→∞

1

N

N∑
n=1

λkn exists.

In this case, for every unitary operator S on a Hilbert space H and every x ∈ H

(11.5) lim
N→∞

1

N

N∑
n=1

Sknx =
∑
λ∈T

d(λ)Pλx,

where Pλ = Pker(λ−S) denotes the orthogonal projection onto ker(λ − S), as soon
as the set {λ ∈ T : d(λ) 6= 0} (called the spectrum of d) is at most countable.

Remark 11.18. Using the theory of dilations, one can add the following assertion
to the previous list of equivalent conditions:

(ii’) For every contraction S on a Hilbert space H and every x ∈ H, the averages
in (11.4) converge.

The formula in (11.5) remains also true, see [36, Ch. 21]. Note that for λ1, λ2 ∈ T
with λ1 6= λ2 we have rg(Pλ1

) ⊥ rg(Pλ2
) (Proposition 6.1), so that the sum in

(11.5) contains at most countably many non-zero terms (use Bessel’s inequality).

Proof. The implication (ii)⇒(i) is trivial since the Koopman operator S = ST of
an invertible measure-preserving system is unitary.

(i)⇒(iii): Let λ ∈ T and consider the measure-preserving system (T,m, λ), and the
monomial z. Then Tnz = λnz and the convergence of (11.3) in L2(T,m) implies
the existence of d(λ).

(iii)⇒(ii): Let S be a unitary operator on a Hilbert space H and take x ∈ H. By
restricting to the cyclic subspace Z(x) we can assume that x is cyclic vector. By
the spectral theorem, Theorem 5.10, we can assume that T is the multiplication
Mz : f 7→ z · f on L2(T, µ) for some probability measure µ on T and x = 1. Now,
the identity (Mn

z 1)(λ) = λn and the hypothesis that (kn)n∈N is mean good imply,
by Lebesgue’s dominated convergence theorem, the L2-convergence of

(11.6)
1

N

N∑
n=1

Mkn
z 1.

The equivalence of the assertions is hence proved.

We now turn to the last assertion and stay in the setting of T = Mz as above. The

limit of (11.6) at the point λ equals limN→∞
1
N

∑N
n=1 λ

kn = d(λ). Thus

lim
N→∞

1

N

N∑
n=1

Mkn
z 1=

∑
λ: d(λ)6=0

d(λ)1{λ} =
∑

λ atom of µ

d(λ)1{λ} =
∑

λ∈Pσ(Mz)

d(λ)Pλ1.

By Lebesgue’s dominated convergence theorem we obtain the assertion in (11.5).

Remark 11.19. (a) By the equidistribution result, see Proposition 10.5, for every
(kn)n∈N one has d(λ) = 0 for m-almost every λ ∈ T.

(b) If (kn)n∈N is good sequence for the mean ergodic theorem, then d : T → D =
{z ∈ C : |z| ≤ 1} is a Borel measurable function, as a pointwise limit of a
sequence continuous functions.
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Before turning to examples let us mention the following property of the function
d, see [26] for further properties.

Proposition 11.20. Let (kn)n∈N be a good sequence for the mean ergodic theorem.
Then G = {λ : |d(λ)| = 1} is a finite (cyclic) subgroup of T.

Proof. We clearly have d(1) = 1 and d(λ) = d(λ). If λ ∈ G, then D- limn→∞ λkn =

1. Indeed, take bn := Re(d(λ)λkn) and apply he Koopman–von Neumann lemma,

Proposition 4.18(b), to conclude D- limn→∞Re(d(λ)λkn) = 1. Since |d(λ)λkn | ≤ 1,

we also obtain D- limn→∞ d(λ)λkn = 1, and that was to be proved. Altogether we
conclude that G is a subgroup of T, and as such, it is either finite or dense in T
(why?). Assume, with the aim of arriving at a contradiction, that G is dense. By
Remark 11.19 d = 0 almost everywhere with respect to m, and we conclude that
d is nowhere continuous. This is a contradiction, since d is a pointwise limit of
continuous functions, hence has many continuity points.

Next we turn to more sophisticated examples.

Example 11.21 (Polynomial sequences). We saw in Proposition 7.13 that for an
integer polynomial P and (kn)n∈N = (P (n))n∈N one has the convergence of the
polynomial averages as in (11.4), i.e., (P (n))n∈N is a good sequence for the mean
ergodic theorem. We give here another proof and calculate the limit. Let P ∈ Q[·]
be a polynomial of degree at least 1 and such that P (N0) ⊂ N0.

Let λ ∈ T be irrational. By Weyl’s equidistribution theorem for polynomial
sequences, Theorem 10.17, we have

d(λ) = lim
N→∞

1

N

N∑
n=1

λP (n) = 0.

Next, let λ ∈ T be a root of unity, i.e., λM = 1 for some M ∈ N. Let ` ∈ N be such
that the coefficients of `P are integers and set q := `M . Observe that for every
n ∈ N

P (n+ q) ≡ P (n) mod q.

Take N ∈ N and write N = mq + r with r ∈ {0, . . . , q − 1}. We then have

1

N

N∑
n=1

λP (n) =
1

N

mq∑
n=1

λP (n) +
1

N

N∑
n=mq+1

λP (n)

=
mq

N

1

q

q∑
n=1

λP (n) +
1

N

N∑
n=mq+1

λP (n) → 1

q

q∑
n=1

λP (n) as N →∞.

Thus we see that

(11.7) d(λ) = lim
N→∞

1

N

N∑
n=1

λkn =

{
1
q

∑q
n=1 λ

P (n), λM = 1,

0, λ not a root of unity.

This shows by Proposition 11.17 that the subsequence (P (n))n∈N is good for the
mean ergodic theorem with the limit of subsequential ergodic averages given by
(11.5) and (11.7) (note that by (11.7), d has countable spectrum). See [75] and [76]
for more information on the limit.

Example 11.22 (Primes and polynomials of primes). As in Lecture 10 we denote
by pn the nth prime number. Let P be an integer polynomial. By using Proposition
11.17 we show that the sequence (P (pn))n∈N is good for the mean ergodic theorem
with countable spectrum. Let λ ∈ T be irrational. Then by Theorem 10.25, more

precisely by its proof, limN→∞
1
N

∑N
n=1 λ

P (pn) = 0 (the sequence (λP (pn))n∈N is
equidistributed in T by Weyl’s criterion, Theorem 10.3). Let now λ be a root of
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unity, say λq = 1 for some q ∈ N. It remains to show that limN→∞
1
N

∑N
n=1 λ

P (pn)

exists.
In what follows we will again denote prime numbers by p without saying it

explicitly every time. Recall that by the prime number theorem in arithmetic
progressions (Theorem 10.23), for every a ∈ {1, . . . , q} with (a, q) = 1 (i.e., a and q
coprime)

(11.8) lim
N→∞

|{p ≤ N : p ≡ amod q}|
N/ log(N)

=
1

ϕ(q)
.

Since P (n + q) ≡ P (n) mod q holds for every n ∈ N and λq = 1, we obtain for
N ∈ N that∑

p≤N

λP (p) =
∑

a<q, (a,q)=1

∑
p≤N, p≡amod q

λP (p) =
∑

a<q,(a,q)=1

∑
p≤N, p≡amod q

λP (a)

=
∑

a<q,(a,q)=1

λP (a)|{p ≤ N p ≡ amod q}|.

Dividing by π(N) and using (11.8) and the prime number theorem leads to

lim
N→∞

1

π(N)

∑
p≤N

λP (p) =
1

ϕ(q)

∑
a<q, (a,q)=1

λP (a).

We have shown that (P (pn))n∈N is a mean good sequence.

It is not hard to construct a bad subsequence for the mean ergodic theorem.
Indeed, take for instance kn := 2n + an with an ∈ {0, 1} such that the sequence
((−1)kn)n∈N = ((−1)an)n∈N is Cesàro divergent. In such a way, it is easy to destroy
goodness for many good sequences by the addition of an with an ∈ {0, 1}.

This shows that it is not the growth alone that determines that a subsequence
is good. However, growth can determine whether a subsequence is bad, as the
following example shows.

Example 11.23 (Lacunary sequences). A subsequence (kn)n∈N of N is called la-
cunary if there is q > 1 such that kn+1 ≥ qkn holds for every n ∈ N. In [3] Bellow
showed that every lacunary sequence is mean bad. Following Rosenblatt, Wierdl
[94] we present here a proof of this fact for lacunary sequences provided q ≥ 8.

Let the subsequence (kn)n∈N of N satisfy kn+1 ≥ 8kn for every n ∈ N. By

Proposition 11.17 we need to find λ ∈ T such that the sequence ( 1
N

∑N
n=1 λ

kn)n∈N
diverges.

We first show that for every given sequence (In)n∈N of closed intervals in [0, 1] with
each of them having length at least 1/4 there exists α ∈ [0, 1] with {knα} ∈ In for
every n ∈ N or, equivalently,

(11.9) α ∈
∞⋂
n=1

(In + Z)/kn.

We recursively define a new sequence (Jn)n∈N of closed intervals and a sequence
(mn)n∈N in Z, and start with J1 := I1 and m1 := 1. Since k2 ≥ 8 and since the
length of I1 is at least 1/4, there exists m2 ∈ Z such that [m2

k2
, m2+1

k2
] ⊂ I1. Thus

we have

J2 := (I2 +m2)/k2 ⊂
[
m1

k2
, m2+1

k2

]
⊂ J1.

Since the length of J2 is at least 1
4k2

and k3 ≥ 8k2, there exists m3 ∈ N with

[m3

k3
, m3+1

k3
] ⊂ J2, and we have J3 := (I3 +m3)/k3 ⊂ J2, etc. Inductively, we obtain

a sequence of closed, nested subintervals (Jn)n∈N of [0, 1]. Denote by α the unique
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number in [0, 1] with {α} :=
⋂∞
n=1 Jn. By construction we have α ∈ (In +mn)/kn

for every n ∈ N, proving (11.9).
Now the proof that (kn)n∈N is mean bad is completed by carefully choosing the

intervals I1, I2, . . . , each of them with length not less than 1/4. The details are left
as Exercise 11.6.

Remark 11.24 (Pointwise good sequences). For p ∈ [1,∞), a subsequence (kn)n∈N
in N is called a good subsequence for the pointwise ergodic theorem in Lp

if for every measure-preserving system (X,µ, T ) and every f ∈ Lp(X,µ) the subse-
quential averages (11.3) converge almost everywhere. Birkhoff’s pointwise ergodic
theorem tells that the sequence (n)n∈N has this property. Using deep and com-
plicated harmonic analysis arguments, Bourgain [13, 17] showed that polynomial
sequences are pointwise good in Lp for every p > 1 and the primes are pointwise

good in in Lp for every p > 1+
√

3
2 . In the case of primes Wierdl [117] completed this

for all p > 1. There are generalizations to polynomials of primes by Wierdl [118]
and Nair [88]. The case p = 1 is, however, dramatically different. Both monomial
sequences and primes are universally bad for p = 1 and the pointwise ergodic
theorem, meaning that for every ergodic system with non-atomic measure one can
find an L1-function f whose ergodic averages (along the subsequence) diverge, see
Buczolich, Mauldin [21] and LaVictoire [78]. For more information on good and bad
sequences for the pointwise ergodic theorem and further references see the extensive
survey by Rosenblatt, Wierdl [94].

Exercises

Exercise 11.1 (Weak mixing). Prove the implication (iii)⇒(iv) in Proposition
11.2.

Exercise 11.2 (Shifts are strongly mixing). Prove that a shift (X,µ, T ) with state
space (Y, ν) is strongly mixing.

Exercise 11.3 (Not weakly mixing systems). Show by using the definition only,
that rotations on finite groups and on T are not weakly mixing.

Exercise 11.4 (Multiple recurrence and discrete spectrum). Prove Theorem 11.11
for systems with discrete spectrum.

Exercise 11.5 (Weak mixing of all orders). Prove that every weakly mixing system
(X,µ, T ) is weakly mixing of all orders. (Hint: Use Proposition 11.10 for the
product system (X ×X,µ⊗ µ, T × T ).)

Exercise 11.6 (Lacunary sequences). (a) Show that the Fibonacci numbers form
a lacunary sequence, and hence are bad for the mean ergodic theorem.

(b) Work out the details of the construction at the end of Example 11.23.

Exercise 11.7. Prove that every subsequence (kn)n∈N with density 1 is good.

Exercise 11.8 (Wiener’s lemma along subsequences). Let (kn)n∈N be a good se-
quence in N. Prove that every complex Borel measure µ ∈ M(T) satisfies

lim
N→∞

1

N

N∑
n=1

|µ̂(kn)|2 =

∫
T2

d(λ1λ2) d(µ⊗ µ)(λ1, λ2).

Suppose further that Λ := [d 6= 0] is at most countable (which is true, i.e., for
polynomial sequences, primes and polynomials of primes as shown in the previous
lecture). Show that in this case every µ ∈ M(T) satisfies

lim
N→∞

1

N

N∑
n=1

|µ̂(kn)|2 =
∑
λ∈Λ

d(λ)
∑
a atom

µ({aλ})µ({a}).
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Conclude that if µ is continuous, then

D- lim
n→∞

µ̂(kn) = 0.



LECTURE 12

Weighted ergodic theorems

In this lecture we discuss yet another variant of the classical ergodic theorems.
Given a sequence (an)n∈N of complex numbers and a measure-preserving system
(X,µ, T ) with Koopman operator T we are interested in the convergence of the
following weighted ergodic averages

(12.1)
1

N

N∑
n=1

anT
nf.

For the sake of simplicity, we shall consider invertible measure-preserving systems
only. This assumption makes the Koopman operator unitary on L2, and we can
apply the spectral theorem. This is, however, just a technical restriction, and the
results are true for general measure-preserving systems.

1. Mean good weights

We begin with the study of weights that are good for L2-mean convergence.

Definition 12.1. A sequence (an)n∈N in C is called a good weight for the mean
ergodic theorem (or a mean good weight) if for every (invertible) measure-
preserving system (X,µ, T ) and every f ∈ L2(X,µ) the weighted averages in (12.1)
converge in L2.

Thus, the sequence (1)n∈N is a mean good weight by von Neumann’s ergodic
theorem, Theorem 7.2. The first result is a characterization of mean good weights,
see Berend, Lin, Rosenblatt, Tempelman [4].

Proposition 12.2 (Characterization of mean good weights). Let (an)n∈N satisfy

supN∈N
1
N

∑N
n=1 |an| <∞. Then the following assertions are equivalent.

(i) (an)n∈N is a good weight for the mean ergodic theorem.
(ii) For every λ ∈ T the limit

c(λ) := lim
N→∞

1

N

N∑
n=1

anλ
n ∈ C exists.

(iii) For every unitary operator S ∈ L (H) on a Hilbert space H and every x ∈ H
the averages

(12.2)
1

N

N∑
n=1

anS
nx

converge.

In this case, for every Hilbert space H, every unitary operator S ∈ L (H) and every
x ∈ H we have

(12.3) lim
N→∞

1

N

N∑
n=1

anS
nx =

∑
λ∈T

c(λ)Pλx,

whenever the set {λ ∈ T : c(λ) 6= 0} is at most countable. Here, Pλ = Pker(λ−S)

denotes the orthogonal projection onto ker(λ− S).

137
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We leave the proof as Exercise 12.1 (a glimpse at the proof the characterization
of mean good subsequences might be helpful, see Proposition 11.17).

Remark 12.3. (a) Note that if c(λ) exists, then |c(λ)| ≤ supN∈N
1
N

∑N
n=1 |an|. So

for mean good weights the function c : T → C is a bounded (and measurable)
function. Similarly to Remark 11.18 the series on the right-hand side of (12.3)
is unconditionally convergent.

(b) Moreover, one can add the following assertion to the list of equivalent conditions
in Proposition 12.2:
(iii’) For every contraction S ∈ L (H) on a Hilbert space H (with dim(H) ≥ 1)

and every x ∈ H the averages (12.2) converge.
In this case, the identity in (12.3) holds. This implies also that the assumption
of invertibility of the measure-preserving systems in the definition of mean good
sequences can be dropped.

Now, the mean ergodic theorem, Theorem 7.2, applied to the operator λ0T and
Proposition 12.2, yield that for given λ0 ∈ T the sequence (λn0 )n∈N is a mean good
weight. Moreover, for a given a unitary operator S ∈ L (H) and x ∈ H we have

lim
N→∞

1

N

N∑
n=1

λnSnx = PFix(λS)x = Pker(λ−S)f .

The following example generalizes this and shows that subsequential and weigh-
ted averages are connected with each other. See Exercise 12.5 for another connec-
tion, and recall the notation e(s) := e2πis for s ∈ R.

Example 12.4 (Polynomial sequences). We show that for every polynomial P ∈
R[·] the sequence (e(P (n)))n∈N is a good weight for the mean ergodic theorem.
Let λ ∈ T and take s ∈ R such that λ = e(s). For the polynomial Q given by
Q(x) := P (x) + sx we have

1

N

N∑
n=1

e(P (n))λn =
1

N

N∑
n=1

e(P (n) + sn) =
1

N

N∑
n=1

e(Q(n)).

Since, by Example 11.21, the right-hand side here converges in C, Proposition 12.2
yields that the sequence (e(P (n)))n∈N is indeed a mean good weight.

2. Pointwise good weights

Next we turn to the study of pointwise convergence of ergodic averages.

Definition 12.5. A sequence (an)n∈N in C is called a good weight for the point-
wise ergodic theorem in L1 (pointwise good for short) if for every measure-
preserving system (X,µ, T ) and every f ∈ L1(X,µ) the weighted ergodic averages
(12.1) converge almost everywhere.

Thus, the sequence (1)n∈N is a pointwise good weight in L1 by Birkhoff’s ergodic
theorem, Theorem 7.19. The following is a more general example of pointwise good
weights.

Example 12.6. We show that the sequence (λn0 )n∈N is a pointwise good weight
in L1. Let (X,µ, T ) be a measure-preserving system and f ∈ L1(X,µ). Consider
the product Y := X ×T with the product measure ν := µ⊗m, the transformation
S : Y → Y given by S(x, z) := (Tx, λ0z), and let g ∈ L1(Y, ν) be defined by
g(x, z) := zf(x). Then we have

g(Sn(x, z)) = g(Tnx, λn0 z) = λn0f(Tnx)z,
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which implies

1

N

N∑
n=1

λn0f(Tnx) =
1

N

N∑
n=1

g(Sn(x, z))z.

Thus almost everywhere convergence of the left-hand side follows from Birkhoff’s
ergodic theorem applied to the product system (X × Y, µ⊗m, S) and g.

The following sufficient condition for a sequence to be a pointwise good weight
is due to El Abdalaoui, Ku laga-Przymus, Lemańczyk and de la Rue, see [37, Prop.
3.1 and its proof], and will be important in the next (and last) lecture.

Theorem 12.7 (A sufficient condition for pointwise good weights in L1). Let
(an)n∈N be a bounded sequence such that for some A > 1 and C ≥ 0 one has

sup
λ∈T

∣∣∣ 1

N

N∑
n=1

anλ
n
∣∣∣ ≤ C

logA(N)
.

Then for every measure-preserving system (X,µ, T ) and every f ∈ L1(X,µ) we
have

(12.4) lim
N→∞

1

N

N∑
n=1

anf(Tnx) = 0 for almost every x ∈ X.

In particular, (an)n∈N is a good weight for the pointwise ergodic theorem in L1.

For the proof we use the strategy that we employed in the proof of Birkhoff’s
ergodic theorem. We prove a maximal inequality and the convergence on a dense
subset, then we deduce the statement from Banach’s principle. The first ingredient
is hence the corresponding maximal inequality.

Proposition 12.8 (Maximal inequality for weighted averages). Let (X, ν, T ) be a
measure-preserving system with Koopman operator T , and let (an)n∈N be a bounded
sequence in C. For N ∈ N and f ∈ L1(X,µ) define

SNf :=
1

N

N∑
n=1

anT
nf and S∗f := sup

N∈N
|SNf |.

Then for every f ∈ L1(X,µ) we have

µ[S∗f > λ] ≤ sup
n∈N
|an| ·

‖f‖1
λ

for all λ > 0.

We leave the proof of this proposition as Exercise 12.4.

Proof of Theorem 12.7. Consider the Hilbert space H = L2(X,µ) and take f ∈
L∞(X,µ) ⊂ H with ‖f‖2 = 1 (this latter property means no loss of generality).
By restricting to the cyclic subspace Z(f) we may assume that f is a cyclic vector,
i.e., Z(f) = H. By the spectral theorem, Theorem 5.10, we conclude that∥∥∥ 1

N

N∑
n=1

anT
nf
∥∥∥

2
=
∥∥∥ 1

N

N∑
n=1

anzn
∥∥∥

L2(T,σf )
≤
∥∥∥ 1

N

N∑
n=1

anzn
∥∥∥
∞
≤ C

logA(N)
,

where σf is the corresponding spectral measure.

Take ρ > 1 and consider N ∈ N of the form N := bρmc with m ∈ N. The previous
considerations imply ∥∥∥ 1

bρmc

bρmc∑
n=1

anT
nf
∥∥∥

2
≤ C ′A

(m log(ρ))A
.
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From this we obtain that

∞∑
m=1

∥∥∥ 1

bρmc

bρmc∑
n=1

anT
nf
∥∥∥

2
<∞,

and hence the function
∞∑
m=1

∣∣∣ 1

bρmc

bρmc∑
n=1

anT
nf
∣∣∣

belongs to L2(X,µ). Whence we conclude that

lim
m→∞

1

bρmc

bρmc∑
n=1

anT
nf = 0 almost everywhere.

Let now N ∈ N be arbitrary and take m ∈ N with bρmc ≤ N < bρm+1c. We have∣∣∣ 1

N

N∑
n=1

anT
nf
∣∣∣ ≤ ∣∣∣ 1

N

bρmc∑
n=1

anT
nf
∣∣∣+
∣∣∣ 1

N

N∑
n=bρmc+1

anT
nf
∣∣∣

≤
∣∣∣ 1

bρmc

bρmc∑
n=1

anT
nf
∣∣∣+ sup

n∈N
|an|
bρm+1c − bρmc

bρmc ‖f‖∞.

Since limm→∞
bρm+1c−bρmc

bρmc = ρ− 1, we see by taking ρ arbitrarily close to 1 that

lim
N→∞

∣∣∣ 1

N

N∑
n=1

anT
nf
∣∣∣ = 0 almost everywhere

(why?). We have proved (12.4) for every f ∈ L∞(X,µ). The assertion follows now
from Banach’s principle, Proposition 7.22 and the maximal inequality, Proposition
12.8, since L∞(X,µ) is dense in L2(X,µ).

3. The Wiener–Wintner theorem

We now strengthen the assertion in Example 12.6 and show that the weights
(λn)n∈N, as λ varies in T, are simultaneously good for pointwise ergodic theorem
in L1 with the same set of pointwise convergence a having full measure. This is the
statement of the Wiener–Wintner theorem.

Theorem 12.9 (Wiener–Wintner, 1941). Let (X,µ, T ) be an ergodic measure-
preserving system and let f ∈ L1(X,µ). Then there exists X ′ ⊂ X with µ(X ′) = 1
such that

(12.5) lim
N→∞

1

N

N∑
n=1

λnf(Tnx)

converges for every x ∈ X ′ and every λ ∈ T. For f ∈ L2(X,µ) the limit is almost
everywhere equal to Pλf .

The idea of the proof of the Wiener–Wintner theorem is to establish the state-
ment for f from a dense subset of L1(X,µ), and then to make an approximation
argument. This last step is taken care of by the following lemma, whose proof is
left as Exercise 12.7. Recall that for an ergodic measure-preserving system and for
f ∈ L 1(X,µ) a point x ∈ X is called generic for f with respect to T if

lim
N→∞

1

N

N∑
n=1

f(Tnx) =

∫
X

f dµ.



3. THE WIENER–WINTNER THEOREM 141

Lemma 12.10. Let (X,µ, T ) be an ergodic measure-preserving system, let (an)n∈N
be a bounded sequence in C, and for j ∈ N let f, fj ∈ L 1(X,µ) be such that
limj→∞ ‖f − fj‖1 = 0. Suppose that x ∈ X is a generic point for |fj | and for
|f − fj | for every j ∈ N, and also that

lim
N→∞

1

N

N∑
n=1

anfj(T
nx) =: bj

exists for every j ∈ N. Then the limit limj→∞ bj exists and

lim
N→∞

1

N

N∑
n=1

anf(Tnx) = lim
j→∞

bj .

Before the proof of the Wiener–Wintner theorem some further remarks are in
order. In what follows we will work with fixed representatives of functions from
L 1(X,µ) and the generic points are always to be understood with respect to these.
Moreover, in the proof, for a given f ∈ L1(X,µ), we will work with only countably
many functions from L1 (e.g., in the approximation argument), so that we can
take a subset X ′ ⊂ X with µ(X ′) = 1 such that every x ∈ X ′ is generic for
each occurring function (this is so by Birkhoff’s ergodic theorem and by taking
intersection of countably many sets of full measure).

Proof of Theorem 12.9. By Lemma 12.10, it is enough to prove the assertion for
f ∈ L2(X,µ). By the Jacobs–de Leeuw–Glicksberg decomposition, see Theorem
6.16, it suffices to consider the cases when f ∈ Hkr and f ∈ Haws, separately.

To handle the case f ∈ Hkr we can suppose by linearity and by Lemma 12.10 that
f is an eigenfunction of T with Tf = λ0f . Then Tnf = λn0f and

lim
N→∞

1

N

N∑
n=1

λnTnf = lim
N→∞

1

N

N∑
n=1

(λ0λ)nf = 1{λ}(λ0)f = Pλf,

see also Proposition 6.1; the “convergence” here is almost everywhere, and the
additional statement follows also at once.

Suppose now that f ∈ Haws and define for x ∈ X and for n ∈ N

un(x) := λn(Tnf)(x) ∈ C.

For h ∈ N we have by Birkhoff’s ergodic theorem, Theorem 7.19, that there is a set
Xh ⊂ X with µ(Xh) = 1 such that

1

N

N∑
n=1

un+h(x)un(x) =
1

N

N∑
n=1

λn+h(Tn+hf)(x) · λ−n(Tnf)(x)

=
1

N

N∑
n=1

λh(Tn(Thf · f))(x)

converges for every x ∈ Xh to

λh
∫
X

Thf · f dµ = λh(Thf |f).

This implies

γh(x) := lim
N→∞

∣∣∣ 1

N

N∑
n=1

un+h(x)un(x)
∣∣∣ = |λh(Thf |f)| = |(Thf |f)|.
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Define X ′ :=
⋂
h∈NXh. Then µ(X ′) = 1 and, since f ∈ Haws by assumption, for

every x ∈ ⋂h∈NXh we have

lim
N→∞

1

N

N∑
h=1

γh(x) = 0.

Van der Corput’s Lemma 7.16 implies

lim
N→∞

1

N

N∑
n=1

un(x) = lim
N→∞

1

N

N∑
n=1

λn(Tnf)(x) = 0

for every x ∈ X ′. The proof is complete.

Remark 12.11. If we use the van der Corput inequality, see Remark 7.17, we
obtain the upper bound of the Wiener–Wintner averages for all functions f ∈
L2(X,µ). In fact, for almost every x ∈ X, we have the estimate

(12.6) sup
λ∈T

lim sup
N→∞

∣∣∣ 1

N

N∑
n=1

λnf(Tnx)
∣∣∣ ≤ lim sup

N→∞

1

N

N∑
n=1

|(Tnf |f)|.

Bourgain observed that if one uses the finitary version of the van der Corput in-
equality, see Lemma 7.15, one obtains an even stronger assertion for almost weakly
stable functions: For almost every x ∈ X we have

lim sup
N→∞

sup
λ∈T

∣∣∣ 1

N

N∑
n=1

λnf(T kx)
∣∣∣ ≤ lim sup

N→∞

1

N

N∑
n=1

|(Tnf |f)|.

The interested reader can check this (or see [2, Sec. 2.4.2].) This leads to uniform
convergence (w.r.t. λ) to zero in (12.5) for each almost weakly stable function f .

Remark 12.12. Another careful inspection of the proof and the uniform conver-
gence of ergodic averages for uniquely ergodic systems, see Theorem 7.10, yield
the following: If (X,µ, T ) is ergodic with (X,T ) a uniquely ergodic topological
system, then one can take X ′ = X in the Wiener–Wintner Theorem 12.9 and the
convergence is uniform for x ∈ X and f ∈ C(X). Combining this with the previous
remark, we even obtain

lim
N→∞

sup
λ∈T

∥∥∥ 1

N

N∑
n=1

λnTnf
∥∥∥
∞

= 0

whenever the system is uniquely ergodic and f ∈ C(X) is an almost weakly stable
function. More information on Wiener–Wintner ergodic theorems, can be found in
the book [2] of Assani.

The following result of Lesigne [81, 82], which we state without proof here, ge-
neralizes the Wiener–Wintner theorem to polynomial weights. (Recall the notation
e(s) := e2πis.)

Theorem 12.13 (Lesigne). Let (X,µ, T ) be an ergodic measure-preserving system.
Then for every f ∈ L1(X,µ) there exists a set X ′ ⊂ X with µ(X ′) = 1 such that
the averages

1

N

N∑
n=1

e(P (n))(Tnf)(x)

converge for every x ∈ X ′ and every polynomial P ∈ R[·].
The Wiener–Wintner theorem in combination with Proposition 12.2 can be

used to produce good weights for the mean ergodic theorem:
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Proposition 12.14. Let (X,µ, T ) be an ergodic measure-preserving system and let
f ∈ L∞(X,µ). Then for almost every x ∈ X the sequence (f(Tnx))n∈N is a good
weight for the mean ergodic theorem.

The next example connects the previous proposition to the mean good subsequences
from Lecture 11.

Example 12.15 (Most return time subsequences are mean good). Let (X,µ, T ) be
an ergodic measure-preserving system. Let A ⊂ X satisfyµ(A) > 0 and for x ∈ X
consider the set RA(x) := {n ∈ N : Tnx ∈ A} of return times. Birkhoff’s ergodic
theorem, Theorem 7.19, and the ergodicity assumption imply that for almost every
x ∈ X

lim
N→∞

|RA(x) ∩ {1, . . . , N}|
N

= lim
N→∞

1

N

N∑
n=1

(Tn1A)(x) = µ(A),

i.e., the density of the set RA(x) equals µ(A) for almost every x ∈ X. Sort the
elements of the RA(x) increasingly into the subsequence (rA,x(n))n∈N of N. In fact,
rA,x(n) is time of nth visit of x in A under dynamics. By Proposition 12.14 the
sequence (Tn1A)n∈N is a good weight for almost every x ∈ X, so by Exercise 12.5
and since the density of RA(x) is µ(A) > 0 for almost every x ∈ X, we obtain that
(rA,x(n))n∈N is mean good subsequence for almost every x ∈ X.

The following result of Bourgain is much harder to prove, and yields good subse-
quences and good weights for the pointwise ergodic theorem, see [16], [18].

Theorem 12.16 (Bourgain, return times theorem). Let (X,µ, T ) be an ergodic
measure-preserving system, and let f ∈ L∞(X,µ). Then for almost every x ∈ X
the sequence (f(Tnx))n∈N is a good weight for the pointwise ergodic theorem in L1.

From this it is easy to deduce that for every ergodic measure-preserving system
(X,µ, T ), for every A ⊂ X with µ(A) > 0 and for almost every x ∈ X the set of
return times RA(x) yields (as in Example 12.15), a pointwise good subsequence.

4. Wiener–Wintner theorem for uniquely ergodic systems

Following Robinson [92] we study the uniform convergence of Wiener–Wintner
ergodic averages for uniquely ergodic metric, systems.

For a topological system (K,T ) we call λ ∈ T a continuous eigenvalue of T
if there exists g ∈ C(K) with g 6= 0 such that

(12.7) g(Tx) = λg(x)

holds for every x ∈ K, i.e., λ is an eigenvalue of the Koopman operator T on C(K).
We denote the set of all continuous eigenvalues of T by CT .

Suppose now that (K,T ) is uniquely ergodic with the unique, and hence er-
godic, invariant measure µ (see Lecture 3). We call λ ∈ T a measurable eigen-
value of T if there exists g ∈ L∞(K,µ) with g 6= 0 such that (12.7) holds for
µ-almost every x ∈ K. The set of all measurable eigenvalues of T will be denoted
by MT . It is clear that the inclusion CT ⊂MT holds. Examples show that one can
have strict inclusion here, see, e.g., Robinson [92, Sec. 3].

The following lemma is a topological analogue of the upper bound of the
Wiener–Wintner ergodic averages (12.6), but with a varying point x.

Lemma 12.17. Let (K,T ) be uniquely ergodic system with invariant measure µ,
let (xN )N∈N be a sequence in K and let f ∈ C(K). Then for λ ∈ T we have

lim sup
N→∞

∣∣∣ 1

N

N∑
n=1

λn(Tnf)(xN )
∣∣∣ ≤ ‖Pλf‖L2(K,µ),
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where Pλ is the orthogonal projection onto ker(λ− T ).

Proof. For λ ∈ T consider the rotation system (T,m, λ) and the product system
(K×T, µ⊗m, S), i.e., S(x, z) = (Tx, λz). For the function g ∈ C(K×T), (x, z) 7→
zf(x), as in Example 12.6 we have

(Sng)(x, z) = λn(Tnf)(x)z.

For N ∈ N define

νN :=
1

N

N∑
n=1

δSn(xN ,1) ∈ M(K × T).

By Lemma 7.9 the sequence (νN )N∈N of probability measures is asymptotically
invariant. Let (Nj)j∈N be a subsequence of N such that

lim
j→∞

∣∣∣ 1

Nj

Nj∑
n=1

λn(Tnf)(xNj )
∣∣∣ = lim sup

N→∞

∣∣∣ 1

N

N∑
n=1

λn(Tnf)(xN )
∣∣∣.

By the Banach–Alaoglu theorem, Theorem 1.3, there exists an accumulation point
ν of (νNj )j∈N with respect to the weak∗-topology. By Lemma 7.8 this probability
measure ν is S-invariant.

Next, observe that∫
K×T

g dνNj =
1

Nj

Nj∑
n=1

g(Sn(xNj , 1)) =
1

Nj

Nj∑
n=1

λn(Tnf)(xNj ).

Letting j →∞ and by the definition of ν and (Nj)j∈N we obtain that

lim sup
N→∞

∣∣∣ 1

N

N∑
n=1

λn(Tnf)(xN )
∣∣∣ = lim

j→∞

∣∣∣ 1

Nj

Nj∑
n=1

λn(Tnf)(xNj )
∣∣∣ =

∣∣∣ ∫
K×T

g dν
∣∣∣.

Thus, it remains to show that

(12.8)
∣∣∣ ∫
K×T

g dν
∣∣∣ ≤ ‖Pλf‖L2(K,µ).

Consider the measure µ̃ on K defined by

µ̃(E) := ν(E × T).

By the S-invariance of ν we have

µ̃(T−1E) = ν(S−1(E × T)) = ν(E × T) = µ̃(E),

i.e., µ̃ is a T -invariant probability. By the unique ergodicity this implies µ̃ = µ.
Whence we conclude that

(Sng |g)L2(K×T,ν) =

∫
K×T

Sng · g dν =

∫
K×T

λnTnf · fzz dν(12.9)

=

∫
K×T

λnTnf · f dν = λn(Tnf |f)L2(K,µ).

Now, the mean ergodic theorem yields

lim
N→∞

1

N

N∑
n=1

(Sng |g) = (PFix(S)g |g) = ‖PFix(S)g‖2L2(K×T,ν).
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On the other hand, we have PFix(λT ) = Pλ, so that by the mean ergodic theorem

lim
N→∞

1

N

N∑
n=1

λn(Tnf |f)L2(K,µ) = (Pλf |f) = ‖Pλf‖2L2(K,µ).

This and (12.9) imply
‖PFix(S)g‖ = ‖Pλf‖.

Let P be the orthogonal projection onto C1K×T ⊂ L2(K × T, ν), i.e., Pg =∫
K×T g dν. Since rg(P ) ⊂ rg(PFix(S)), we conclude that

‖Pg‖L2(K×T,ν) = ‖PPFix(S)g‖L2(K×T,ν) ≤ ‖PFix(S)g‖L2(K×T,ν) = ‖Pλf‖L2(K,µ).

Thus (12.8) is proved and the argument is complete.

Theorem 12.18 (Robinson). Let (K,T ) be a uniquely ergodic topological system.
Then for every λ 6∈MT \ CT and every f ∈ C(K) the averages

1

N

N∑
n=1

λnTnf

converge uniformly to Pλf as N →∞.

Proof. We distinguish two cases.

Case 1. Assume that λ ∈ CT and take g ∈ C(K) with g 6= 0 such that Tg = λg.
We can assume without loss of generality that |g(x)| = 1 for every x ∈ K (Exercise
12.8). For n ∈ N we thus have Tng = λng or, equivalently, λn = Tng · g. This
implies that for every f ∈ C(K) the averages

1

N

N∑
n=1

λnTnf =
1

N

N∑
n=1

Tn(fg) · g

converge uniformly by Theorem 7.10 since the system is uniquely ergodic.

Case 2: Suppose that λ /∈MT . We need to show that

lim
N→∞

∥∥∥ 1

N

N∑
n=1

λnTnf
∥∥∥
∞

= 0.

Assume the contrary, i.e., that there exist ε > 0, a subsequence (Nj)j∈N of N and
a sequence (yj)j∈N in K such that∣∣∣ 1

Nj

Nj∑
n=1

λn(Tnf)(yj)
∣∣∣ ≥ ε for all j ∈ N.

For j ∈ N set xNj := yj and for N 6∈ {Nj : j ∈ N} let xN ∈ K be arbitrary. Then

lim sup
N→∞

∣∣∣ 1

N

N∑
n=1

λn(Tnf)(xN )
∣∣∣ ≥ ε.

This and Lemma 12.17 imply Pλf 6= 0 meaning that λ ∈MT . By Proposition 3.23
MT is a group, so λ ∈MT , a contradiction.

We have seen the uniform convergence as stated. The mean ergodic theorem applied
to the operator λT shows that the limit is as asserted.
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Exercises

Exercise 12.1. Prove Proposition 12.2.

Exercise 12.2 (Bad weights). Give examples of bad, i.e., not good, bounded
weights for the mean ergodic theorem.

Exercise 12.3 (Periodic sequences are good weight). Prove that every periodic
sequence is a pointwise good weight.

Exercise 12.4 (Maximal inequality for weighted averages). Prove Proposition 12.8.

Exercise 12.5 (Connection between weighted and subsequential ergodic theo-
rems). Suppose that the subsequence (kn)n∈N of N has positive positive density,
i.e., for the set A = {kn : n ∈ N} we have

lim
N→∞

|{1, 2, . . . , N} ∩A|
N

> 0.

Let an := 1A(n). Prove that for every sequence (bn)n∈N in C the convergence of
the subsequential averages

1

N

N∑
n=1

bkn

is equivalent to the convergence of the weighted averages

1

N

N∑
n=1

anbn.

Thus, (kn)n∈N is mean good sequence if and only of (an)n∈N is a mean good weight.

Exercise 12.6 (Weighted averages for generalized eigenfunctions). Let (X,µ, T )
be a measure-preserving system, k ∈ N and let f be a generalized eigenfunction of
T of order k (see Lecture 8). Compute Tnf for every n ∈ N and show that the
polynomial weighted averages

1

N

N∑
n=1

e(P (n))Tnf

converge almost everywhere for every P ∈ R[·].
Exercise 12.7. Prove Lemma 12.10. For this take an accumulation point b of the
sequence (bj)j∈N and prove that

lim
N→∞

1

N

N∑
n=1

anf(Tnx) = b.

Exercise 12.8 (Eigenfunctions of uniquely ergodic systems). Let (K,T ) be a
uniquely ergodic topological system and let g ∈ C(K) satisfy Tg = λg for some
λ ∈ T. Prove that |g| is constant.



LECTURE 13

Sarnak’s conjecture

With his conjecture, P. Sarnak∗ discovered in 2010 a deep connection between
ergodic theory and number theory concerning the behavior of the primes. This
conjecture has initiated extensive research in both fields and became a very active
and dynamic area. In this lecture we will give a flavor of Sarnak’s conjecture and
highlight some connections to the previous lectures.

1. Motivation

Sarnak’s conjecture connects dynamical systems to the following important
number theoretic function introduced by A.F. Möbius in 1832. As before, we write p
(sometimes with a subscript) for prime numbers without mentioning this explicitly.

Definition 13.1. The Möbius function µ : N→ {−1, 0, 1} is defined as µ(1) := 1
and

µ(n) :=


1, if n = p1 · · · p2k for some k ∈ N and distinct p1, . . . p2k,

−1, if n = p1 · · · p2k−1 for some k ∈ N and distinct p1, . . . p2k−1,

0, if n is not square free.

Clearly, the function µ is bounded by 1 and multiplicative, i.e., satisfies
µ(nm) = µ(n)µ(m) whenever n and m are coprime. Here are its first values:

1,−1,−1, 0,−1, 1,−1, 0, 0, 1,−1, 0,−1, 1, 1, 0, . . .

Intuitively, µ reflects the behavior of the prime numbers. In particular, the
generally believed irregularity of the primes corresponds heuristically to the random
behavior of the Möbius function. The weakest variant of random behavior, meaning
that there are, in the limit, as many values of µ equal to 1 as to −1, i.e.,

(13.1) lim
N→∞

1

N

N∑
n=1

µ(n) = 0,

is already a deep fact, known to be equivalent to the prime number theorem due
to the works of E. Landau. We remark that the stronger convergence rate

1

N

N∑
n=1

µ(n) ≤ C

N1/2−o(1)

is equivalent to the Riemann hypothesis, see Titchmarsh [110, Thm. 14.25(C)].

The following classical result of Davenport[27], building on the methods of Vino-
gradov developed in the 1930s, will be used as a black box. It is a generalization
of the asymptotics in (13.1).

∗Peter Sarnak (born 1953) is a South African-American mathematician. He formulated his
conjecture in “Three Lectures on the Möbius Function, Randomness and Dynamics” [101].

[27] H. Davenport, On some infinite series involving arithmetical functions. II, Q. J. Math.,
Oxf. Ser. 8 (1937), 313–320.

147
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Theorem 13.2 (Davenport’s estimate). For every A > 0 there is CA ≥ 0 such
that

sup
λ∈T

∣∣∣∣∣ 1

N

N∑
n=1

µ(n)λn

∣∣∣∣∣ ≤ CA

logA(N)
.

It follows that

(13.2) lim
N→∞

1

N

N∑
n=1

µ(n)λn = 0 for all λ ∈ T.

Proposition 13.2 means in particular that the Möbius function satisfies the
assumptions of Theorem 12.7. So we immediately obtain the following result an-
nounced by Sarnak in 2010 (the present proof is due to El Abdalaoui, Ku laga-
Przymus, Lemańczyk, de la Rue [37, Sec. 3]).

Theorem 13.3 (Möbius function is a pointwise good weight in L1 with limit zero).
For every (invertible) measure-preserving system (X,µ, T ) and every f ∈ L1(X,µ)

(13.3) lim
N→∞

1

N

N∑
n=1

µ(n)f(Tnx) = 0 for almost every x ∈ X.

In particular, (µ(n))n∈N is a good weight for the pointwise ergodic theorem in L1.

In the previous lectures we followed the general philosophy that a statement
holding almost everywhere for general systems (and functions), holds everywhere for
sufficiently good systems (and functions). Thus, the following question is natural.

Question 1. For which systems and functions does (13.3) hold everywhere?

Sarnak’s conjecture is an attempt to answer this question.

Since the Möbius function is believed to have random behavior, it is believed
to have zero correlation with deterministic sequences, i.e., to satisfy

lim
N→∞

1

N

N∑
n=1

µ(n)bn = 0

whenever (bn)n∈N is deterministic (in some sense to be defined). Sarnak’s idea was
to define deterministic sequences as sequences coming from deterministic dynamical
systems and continuous functions (as in Proposition 12.14). Thus, before presenting
Sarnak’s conjecture, we have to define deterministic dynamical systems.

2. Topological entropy and Sarnak’s conjecture

We start with a definition of topological entropy, which is due to R. Bowen[19]

and E.I. Dinaburg[30]. Let K be a compact† metrizable space. Let d be any metric
defining the topology on K. We call a set of pairwise disjoint open balls of radius
ε > 0 an ε-packing. By compactness, each ε-packing in K is finite. Denote by
sd(ε) the largest cardinality of ε-packings with respect to the metric d, called the
ε-packing number, or ε-capacity.

Now, let (K,T ) be a topological system. For n ∈ N and x, y ∈ K we define

dn(x, y) := max{d(T jx, T jy) : j = 0, . . . , n}.

[19] R. Bowen, Entropy for group endomorphisms and homogeneous spaces, Trans. Amer.

Math. Soc. 153 (1971), 401–414.
[30] E. I. Dinaburg, A correlation between topological entropy and metric entropy, Dokl.

Akad. Nauk SSSR 190 (1970), 19–22.
†Bowen did not assume this, compactness is only needed to shorten things a bit.
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Then dn is a metric on K, which is (uniformly) equivalent to d, i.e., the identity
mapping id : (K, d) → (K, dn) is (uniformly) continuous with (uniformly) contin-
uous inverse. We call (x, Tx, . . . , Tnx) the n-orbit of x. Observe that two points
x, y ∈ K are at least ε-apart with respect to dn if and only if their n-orbits are
ε-apart, meaning that T jx and T jy are ε-apart for some j = 0, . . . , n. Therefore
the packing number sdn(ε) is the maximal number of n-orbits which are ε-apart.

The topological entropy of (K,T ) with respect to the metric d is defined as

hd(K,T ) := lim
ε→0

lim sup
n→∞

1

n
log(sdn(ε)).

The existence of this, possibly infinite, limit is clear since, for given n ∈ N, the
mapping ε 7→ sdn(ε) is decreasing. Topological entropy quantifies the asymptotic
growth of the number of “distinct n-orbits”, and can be considered as a measure of
complexity or randomness of the system (K,T ). We finally call a compact metriz-
able space (K,T ) deterministic if it has topological entropy zero. In particular,
by monotonicity for every ε > 0 such systems satisfy

lim
n→∞

1

n
log(sdn(ε)) = 0,

i.e., the maximal number of ε-distinct n-orbits grows subexponentially, and such
systems are of lowest (exponential) complexity.

Proposition 13.4. The entropy hd(K,T ) is independent of the metric d. More
precisely, any two metrics defining the same topology yield the same topological
entropy.

We leave the proof as Exercise 13.1, and write h(K,T ) instead of hd(K,T ).

Proposition 13.5. If T is contractive (or, in other words, non-expansive) with
respect to some metric on the compact space K, then (K,T ) is deterministic.

Proof. If T is a contraction, then dn = d for each n ∈ N. Therefore h(K,T ) = 0.

As a consequence, each torus rotation (T, a), a ∈ T, has topological entropy 0,
and we see that topological entropy also measures how the transformation expands
distances. A topological system is called equicontinuous if the family {Tn : n ∈
N0} of transformations is uniformly equicontinuous, i.e., if for all ε > 0 there is
δ > 0 such that for every x, y ∈ K and n ∈ N0 one has

d(x, y) < δ =⇒ d(Tnx, Tny) < ε.

Evidently, if (K,T ) is contractive (i.e., T is contractive), then (K,T ) is an equicon-
tinuous system. Conversely, an equicontinuous system can be turned into a contrac-
tive one by considering an equivalent metric, see Exercise 13.2. As a consequence
equicontinuous systems are deterministic.

Proposition 13.6. Let G be a compact, metric group. Then each group rotation
(G, a), a ∈ G, is deterministic.

Proof. The mapping G×G→ G, (x, y) 7→ xy is uniformly continuous, which implies
that the set {τx : x ∈ G} of left rotations is equicontinuous. As a consequence (G, a)
is an equicontinuous systems for every a ∈ G, and therefore has zero topological
entropy by the above.

We present here some more examples without proof, and refer the reader to
[113, Ch. 8].

Example 13.7. (a) Even though the skew shift (T2, Ta) is not equicontinuous, see
Exercise 13.3, it has 0 topological entropy, i.e., the system is deterministic.
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(b) The entropy of the topological shift (one or two-sided, see Example 2.24) on k
letters is log(k).

(c) Let A ⊂ N be a subset and let a = (an)n∈N be its characteristic sequence,
i.e., a = 1A. Consider the orbit closure K = orb+(a) of a in the shift system
({0, 1}N, T ). The topological entropy of the subsystem (K,T ) equals

lim
n→∞

1

n
θn,

where θn denotes the number of n-tuples (b1, b2, · · · , bn) such that K∩{x : x1 =
b1, . . . , xn = bn} 6= ∅, i.e., the number of finite patterns of length n occurring
in A. We call h(K,T ) the entropy of the sequence a or of the set A.

Remark 13.8. In Lecture 2 we briefly mentioned measure-theoretic entropy as an
important isomorphism invariant of measure-preserving systems. Now, the vari-
ational principle, due to Dinaburg[30] and Goodwyn[52], states the following: If
(K,T ) is topological system, then the topological entropy is the supremum of the
measure-theoretic entropies of (K,µ, T ) where µ ranges over the set of T -invariant
probability measures, see also [113, Ch. 8].

Thus, if h(K,T ) = 0, then no matter which invariant measure we choose, the
measure-preserving system (K,µ, T ) has zero measure-theoretic entropy. Further-
more, for uniquely ergodic systems the measure-theoretic entropy equals the topo-
logical entropy h(K,T ).

We finally formulate the Sarnak conjecture. A sequence (an)n∈N of complex
numbers is called deterministic if there is a deterministic topological system
(K,T ) and a function f ∈ C(K) such that an = f(Tnx) for every n ∈ N.

Conjecture 1 (Sarnak, 2010). Let (K,T ) be a deterministic topological dynamical
system. Then

lim
N→∞

1

N

N∑
n=1

µ(n)f(Tnx) = 0

holds for every f ∈ C(K) and every x ∈ K. In other words, µ is asymptotically
orthogonal to every deterministic sequence (an)n∈N, meaning that

lim
N→∞

1

N

N∑
n=1

anµ(n) = 0.

Some first examples are the following.

Example 13.9 (One-point system). It is a direct consequence of (13.1) that Sar-
nak’s conjecture holds for the one-point system.

Example 13.10 (Periodic systems). One can show that (13.2) for rational λ implies

(13.4) lim
N→∞

1

N

N∑
n=1

µ(n)bn = 0 for every periodic sequence (bn)n∈N in C.

Thus Sarnak’s conjecture holds for periodic systems (i.e., topological systems (K,T )
with T q = id for some q ∈ N). We leave the details as Exercise 13.6.

[30] E. I. Dinaburg, A correlation between topological entropy and metric entropy, Dokl.
Akad. Nauk SSSR 190 (1970), 19–22.

[52] L. W. Goodwyn, Comparing topological entropy with measure-theoretic entropy, Amer.
J. Math. 94 (1972), 366–388.
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Example 13.11 (Rotations). Also rotations on T satisfy Sarnak’s conjecture. This
is an easy consequence of (13.2) and the approximation argument presented in
Exercise 13.5. We leave it as Exercise 13.7 to work out the details. Analogously,
one can show that rotations on compact, metric, abelian groups satisfy Sarnak’s
conjecture.

For more examples see Example 13.17 and Section 4.1 below.

Connection to Chowla’s conjecture. Another motivation for Sarnak’s con-
jecture is its close relation to the famous Chowla conjecture [25], which is widely
believed to be true.

Conjecture 2 (Chowla, 1965). For every m ∈ N and every a1, . . . , am ∈ {0, 1, 2}
which are not all even,

lim
N→∞

1

N

N∑
n=1

µa1(n+ 1)µa2(n+ 2) · · ·µam(n+m) = 0.

Chowla’s conjecture states that the Möbius function has zero multiple correlation
with itself and would confirm (a strong version of) randomness of the Möbius func-
tion or, equivalently, of primes. Even the special case

lim
N→∞

1

N

N∑
n=1

µ(n)µ(n+ 2) = 0

is open. The truth of a certain quantitative version of this implies another famous
conjecture, namely the twin primes conjecture.

The following gives a relation between these fundamental conjectures of Sarnak
and Chowla, for a proof we refer the interested reader to Sarnak [101], see also El
Abdalaoui, Ku laga-Przymus, Lemańczyk, de la Rue [37, Section 4].

Theorem 13.12 (Sarnak, 2010). Chowla’s conjecture implies Sarnak’s conjecture.

Thus, the property of µ having zero correlation with deterministic systems (in
Sarnak’s sense) is weaker than to have zero multiple correlations with itself.

3. The Kátai–Bourgain–Sarnak–Ziegler criterion

We present here an extremely useful, sufficient condition for Möbius orthog-
onality due to Bourgain, Sarnak, Ziegler [15], see also Kátai [67]. To do so, we
slightly simplify the statement as well as the (lengthy and technical but elementary
and well-structured) proof from [15]. We recommend to skip the proof at the first
reading and to jump directly to page 155, where some consequences are discussed.

Theorem 13.13 (Kátai–Bourgain–Sarnak–Ziegler (KBSZ) criterion). Let a =
(an)n∈N be a bounded sequence in C such that

(13.5) lim
N→∞

1

N

N∑
n=1

apnaqn = 0

for all distinct primes p, q. Then (an)n∈N is asymptotically orthogonal to every
bounded multiplicative function c : N→ N in the sense that

lim
N→∞

1

N

N∑
n=1

anc(n) = 0.

In particular, it is asymptotically orthogonal to the Möbius function.

Remark 13.14. (a) For the Möbius function, the above sufficient condition is not
necessary (take an := 1 for every n ∈ N and use (13.1)).
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(b) Theorem 13.13 shows that if a bounded sequence does not correlate with itself in
the sense of (13.5), it does not correlate with any multiplicative function. This
gives an internal sufficient condition for systems to satisfy Sarnak’s conjecture
without using the Möbius function at all.

Proof. We assume without loss of generality that both |a| and c are bounded by
1. The idea is to decompose [1, N ] := {1, . . . , N} into well-factorized sets (up to
a small error) to be able to exploit the multiplicativity of c when computing the
average over [1, N ].

Step 1: A decomposition of the interval [1, N ]. Let ε ∈ (0, 1
2 ) and let α be small

(depending on ε) to be defined later. (As we will see, for instance α :=
√
ε will do

the job.) Consider

j0 := 1
α

(
log 1

α

)3
, D0 := (1 + α)j0 , D1 := (1 + α)j

2
0 .

Take N ∈ N and define

S := S(N) := {n ∈ [1, N ] : n has a prime divisor in [D0, D1)}.
It is Exercise 13.8 to show that

(13.6) lim
N→∞

|[1, N ] \ S(N)|
N

≤ α,

i.e., [1, N ] = S(N) up to a small error. Thus for sufficiently large N we have
|[1, N ] \ S(N)| ≤ 2αN .

In what follows j and m will always denote elements of N. For j ∈ [j0, j
2
0) let

Pj := [(1 + α)j , (1 + α)j+1) ∩ P,

and define the sets

Sj := Sj(N) :=
{
n ∈ S : n has exactly one divisor in Pj and no divisor in

j−1⋃
i=1

Pi

}
,

which are by definition pairwise disjoint. We will show that [1, N ] =
⋃
j∈[j0,j20) Sj

up to a small error. By definition we have

S \⋃j0≤j<j20 Sj =
⋃
j0≤j<j20

{n ∈ [1, N ] : n has at least two prime factors in Pj}.

Therefore, we obtain

|S \⋃j0≤j<j20 Sj | ≤ ∑
j0≤j<j20

∑
l,k∈Pj

N

lk
≤ N

∑
j0≤j<j20

|Pj |2
(1 + α)2j

.(13.7)

We now estimate |Pj | as follows. By the prime number theorem, see Theorem 10.21,
using the usual notation π(x) := |{p ∈ P : p ≤ x}|, we have for small enough α
(and therefore large enough j0 and hence j)

|Pj | ≤ π((1 + α)j+1)− π((1 + α)j) + 1

≤ (1 + α)j+1

(j + 1) log(1 + α)
− (1 + α)j

j log(1 + α)
+ ε

(1 + α)j

j

≤ (1 + α)j
(

1

log(1 + α)

(
1 + α

j + 1
− 1

j

)
+
ε

j

)
≤ (1 + α)j

(
α

j log(1 + α)
+
ε

j

)
≤ (1 + α)j

(
1 + 2ε

j

)
≤ 2(1 + α)j

j
.(13.8)
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Inserting this into (13.7) yields

|S \⋃j0≤j<j20 Sj | ≤ 4N
∑

j0≤j<j20

1

j2
≤ 4N

j20∫
j0−1

dx

x2
≤ 4N

j0 − 1

which implies for small enough α by the definition of j0 that

|S \⋃j0≤j<j20 Sj | ≤ 4αN.

We thus obtain

(13.9) |[1, N ] \⋃j0≤j<j20 Sj | ≤ 6αN for N large enough

meaning that [1, N ] is covered by the sets Sj , j0 ≤ j < j2
0 up to a small error.

Step 2: Refined decomposition into well-factorized sets. We now decompose each
set Sj as a product set of the form PjQj up to a small error, where each element
of Qj is coprime to each element of Pj .

Define

Qj :=

{
m ≤ N

(1 + α)j+1
: m has no prime factors in

⋃
k≤j Pk

}
and observe that by definition

PjQj ⊂ Sj .
Moreover, we have the inclusion

Sj \ PjQj ⊂ Pj ·
[

N
(1+α)j+1 ,

N
(1+α)j

]
,

which implies, by the definition of j0, by the estimate (13.8), and by the inequality
log(x) ≤ x that∑

j0≤j<j20

|Sj \ PjQj | ≤
∑

j0≤j<j20

αN |Pj |
(1 + α)j+1

≤ 2αN
∑

j0≤j<j20

1

j
≤ 2α log

(
j2
0

)
N

≤ 4α log
(

1
α

(
log 1

α

)3)
N ≤ 16α log

(
1
α

)
N.

Combining this with (13.9) yields∣∣∣[1, N ] \⋃j0≤j<j20 PjQj∣∣∣ ≤ 22α log
(

1
α

)
N.

Thus we have decomposed [1, N ] into disjoint sets of the form PjQj up to a small
error. Moreover, from the construction it follows that the mapping Pj×Qj → PjQj
is injective and that every p ∈ Pj is coprime to every q ∈ Qj for every j between
j0 and j2

0 .

Step 3: The correlation estimate. We now use the above decomposition to estimate
the correlation between a and c. The above and the multiplicativity of c imply
(recall that |a| and c are bounded by 1) that∣∣∣∣∣

N∑
n=1

anc(n)

∣∣∣∣∣ ≤ ∑
j0≤j<j20

∣∣∣∣∣ ∑
p∈Pj ,m∈Qj

apmc(p)c(m)

∣∣∣∣∣+ 22α log
(

1
α

)
N

≤
∑

j0≤j<j20

∑
m∈Qj

∣∣∣∣∣∑
p∈Pj

apmc(p)

∣∣∣∣∣+ 22α log
(
t
1

α

)
N.
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The inner sum can be estimated by the Cauchy–Schwarz inequality as follows∑
m∈Qj

∣∣∣∣∣∑
p∈Pj

apmc(p)

∣∣∣∣∣ ≤ |Qj |1/2
( ∑
m∈Qj

∣∣∣∣∣∑
p∈Pj

apmc(p)

∣∣∣∣∣
2)1/2

≤ |Qj |1/2
( ∑
m≤ N

(1+α)j+1

∣∣∣∣∣∑
p∈Pj

apmc(p)

∣∣∣∣∣
2)1/2

= |Qj |1/2
( ∑
m≤ N

(1+α)j+1

∑
p1,p2∈Pj

ap1mc(p1)ap2mc(p2)

)1/2

≤ |Qj |1/2
( ∑
p1,p2∈Pj

∣∣∣∣∣ ∑
m≤ N

(1+α)j+1

ap1map2m

∣∣∣∣∣
)1/2

(13.10)

≤ Ij + IIj ,

where Ij corresponds to the diagonal contribution (if p1 = p2) of the outer sum in
(13.10) and IIj to the non-diagonal one (if p1 6= p2). (For the last estimate we have

used the inequality
√
a+ b ≤ √a +

√
b.) Note that the multiplicative function c

has already disappeared at this point.
Since a is bounded by 1, we have

Ij = |Qj |1/2
(∑
p∈Pj

∣∣∣∣∣ ∑
m≤ N

(1+α)j+1

apmapm

∣∣∣∣∣
)1/2

≤ |Qj |1/2|Pj |1/2
√
N

(1 + α)(j+1)/2
.

Thus, by
∑
j0≤j<j20

|Pj ||Qj | ≤
∑
j0≤j<j20

|Sj | ≤ N and by the Cauchy–Schwarz

inequality, we obtain that∑
j0≤j<j20

Ij ≤
√
N

( ∑
j0≤j<j20

|Qj ||Pj |
)1/2( ∑

j0≤j<j20

1

(1 + α)j+1

)1/2

≤ N
( ∑
j0≤j<j20

1

(1 + α)j+1

)1/2

≤ N
(

1

α(1 + α)j0

)1/2

≤ αN,

the last inequality being true for α small enough, see Exercise 13.8(b).
The hypothesis of the theorem (which we have not used until now) implies

for large enough N (independently of the finitely many p1 6= p2 occurring in the
definition of IIj) that ∣∣∣∣∣ ∑

m≤ N

(1+α)j+1

ap1map2m

∣∣∣∣∣ ≤ εN

(1 + α)j+1
.

Therefore, by (13.8) and again the Cauchy–Schwarz inequality∑
j0≤j<j20

IIj ≤
√
εN

∑
j0≤j<j20

|Qj |1/2|Pj |1/2|Pj |1/2(1 + α)−(j+1)/2

≤
√
εN

( ∑
j0≤j<j20

|Pj ||Qj |
)1/2( ∑

j0≤j<j20

|Pj |(1 + α)−(j+1)

)1/2

≤ 2
√
εN
√
N

1 + α

∑
j0≤j<j20

1

j
≤ 2
√
εN log(j2

0) ≤ 16
√
εN log

(
1
α

)
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by the definition of j0 and by the inequality log(x) ≤ x. Putting everything together
gives that for large enough N∣∣∣∣∣ 1

N

N∑
n=1

anc(n)

∣∣∣∣∣ ≤ α+ 16
√
ε log

(
1
α

)
+ 22α log

(
1
α

)
.

Taking α :=
√
ε finishes the proof.

Remark 13.15. In particular, using

lim
N→∞

1

N

N∑
n=1

λpnλqn = lim
N→∞

1

N

N∑
n=1

(λp−q)n = 0

for every two distinct primes p, q and every irrational λ ∈ T, the KBSZ criterion
provides an alternative way, without using Davenport’s estimate, to show (13.2) for
such λ.

A polynomial generalization of this is the following.

Corollary 13.16 (Möbius function is orthogonal to polynomial sequences). Let
P ∈ R[·] be a real polynomial. Then

lim
N→∞

1

N

N∑
n=1

µ(n)e(P (n)) = 0.

We remark that polynomial sequences as above come from higher dimensional
skew shifts, see, e.g., [36, Proof of Prop. 3.18].

Proof. We can assume P (0) = 0. If all coefficients of P are rational, then the
sequence (P (n))n∈N is periodic. Thus the assertion follows from (13.4).

Let now P given by P (x) = a1x + . . . + adx
d have at least one irrational

coefficient and let p, q be two distinct primes. Then

1

N

N∑
n=1

e(P (pn))e(P (qn)) =
1

N

N∑
n=1

e(P (pn)− P (qn))

=
1

N

N∑
n=1

e(a1(p− q)n+ . . .+ ad(p− q)dnd)

converges to zero as N → ∞ by Weyl’s equidistribution theorem of polynomials
(Theorem 10.17) and Weyl’s criterion (Theorem 10.3). The KBSZ criterion finishes
the proof.

Example 13.17 (Skew shifts). It is now easy to deduce from Corollary 13.16 and
the approximation argument given in Exercise 13.5 that the skew rotation system
(T2, Ta) (which is deterministic as we have mentioned) given by

Ta : (x, y) 7→ (ax, xy)

for a given a ∈ T satisfies the assertion of Sarnak’s conjecture, see Exercise 13.9.

4. What else is known?

In this last section we briefly indicate some of the fascinating recent develop-
ments in the direction of Sarnak’s conjecture.
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4.1. More examples. Sarnak’s conjecture has been verified for many (classes
of) dynamical systems, often using the KBSZ criterion, see, e.g., Green, Tao [54],
Bourgain, Sarnak, Ziegler [15], Bourgain [14], Liu, Sarnak [83], Ku laga-Przymus,
Lemańczyk [74], Ferenczi, Mauduit [41], Karagulyan [66], Ferenczi, Ku laga-Przy-
mus, Lemańczyk, Mauduit [39], and the recent survey by Ferenczi, Ku laga-Przymus,
Lemańczyk [40] for further references.

Remark 13.18. There are examples of topological systems with arbitrarily small
positive entropy, for which the assertion of Sarnak’s conjecture fails, see Karag-
ulyan [65]. On the other hand, there also are examples of topological systems with
arbitrarily large entropy, for which the assertion of the Sarnak conjecture holds, see
Downarowicz, Serafin [31].

4.2. Uniformity in Sarnak’s conjecture. It is natural to ask for uniform
convergence in Sarnak’s conjecture (which is a seemingly stronger property). It
occurs the uniform convergence holds automatically if Sarnak’s conjecture is true,
see el Abdalaoui, Ku laga-Przymus, Lemańczyk, de la Rue [38, Cor. 10].

4.3. Logarithmic Sarnak’s conjecture. There have been much progress
on a weaker, namely logarithmic, version of Sarnak’s conjecture. We first define
logarithmic averages as follows. For a sequence (an)∈N in C, we call

1

logN

N∑
n=1

an
n

the Nth logarithmic average of (an)n∈N. Note that convergence of logarithmic
averages is equivalent to the convergence of

1∑N
n=1

1
n

N∑
n=1

an
n
,

being just a modification of the Cesàro averages 1∑N
n=1 1

∑N
n=1 an, giving an with

small n more weight than the ones with large n. As Exercise 13.10 shows, conver-
gence of logarithmic averages is weaker than Cesàro convergence.

The following surprising results were shown for the logarithmic version of Sar-
nak’s conjecture (where the Cesàro averages are replaced by logarithmic ones) .

(a) Logarithmic versions of Sarnak’s and Chowla’s conjectures are equivalent, see
Tao [107]. Based on this result, Gomilko, Kwietniak, Lemańczyk [51] showed
that the logarithmic Sarnak conjecture implies the (classical) Chowla conjecture
along a subsequence.

(b) The logarithmic Chowla conjecture is true for k = 2, see Tao [106] and for all
odd k, see Tao, Teräväinen [108].

(c) The logarithmic Sarnak conjecture holds for uniquely ergodic deterministic sys-
tems, see Frantzikinakis, Host [43].

Exercises

Exercise 13.1 (Topological entropy). Prove Proposition 13.4.

Exercise 13.2 (Equicontinuous systems). Let (K,T ) be an equicontinuous topo-
logical system and let d be a metric inducing the topology on K. Prove that

ρ(x, y) := sup
n∈N0

d(Tnx, Tny), (x, y ∈ K)

defines a metric on K, which is (uniformly) equivalent to d, and which makes T a
contractive transformation.
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Exercise 13.3 (Skew shift). Prove that the skew shift (T2, Ta) is not equicontin-
uous.

Exercise 13.4 (Deterministic sequences). Give an example of a non-periodic, de-
terministic 0-1-sequence.

Exercise 13.5 (Approximation argument for topological systems). Let (an)n∈N
be a bounded sequence in C. Let further (K,T ) be a topological system with K
metrizable, and let M ⊂ C(T ) satisfy lin(M) = C(K). If for every f ∈M we have

lim
N→∞

1

N

N∑
n=1

a(n)f(Tnx) = 0 for every x ∈ K,

then this holds for every f ∈ C(K).

Exercise 13.6 (Periodic systems). Show that every periodic sequence is a finite
linear combination of sequences of the form (λn)n∈N, λ ∈ T rational. Deduce that
periodic systems satisfy Sarnak’s conjecture. (Why are they deterministic?)

Exercise 13.7 (Rotations on T). Sarnak’s conjecture holds for rotations on the
circle. (Hint: Use (13.1) and Exercise 13.5.)

Exercise 13.8 (Some details for the proof of the KBSZ criterion). (a) Prove the
inequality (13.6). To do this, first use the Chinese remainder theorem to esti-
mate the left-hand side of (13.6) from above by∏

p∈[D0,D1)

(
1− 1

p

)
and then use the following consequence of the prime number theorem, a result
of Mertens: There are constants A and C such that∣∣∣∑

p≤x

1

p
− log log(x)−A

∣∣∣ ≤ C

log(x)
for every x > 1.

(b) Show that for j0 := 1
α

(
log 1

α

)3
one has 1

(1+α)j0
≤ α3 whenever α is small

enough.

Exercise 13.9 (Skew shifts). Prove the assertion of Example 13.17.

Exercise 13.10 (Logarithmic averages). Let (an)n∈N be a bounded sequence in C
and a ∈ C. Then the following implication holds:

lim
N→∞

1

N

N∑
n=1

an = a =⇒ lim
N→∞

1

logN

N∑
n=1

an
n

= a.
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